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ABSTRACT

Two-channel sun photometers can be easily employed at Antarctic sites, where harsh environmental
conditions prevail, to carry out measurements of precipitable water W. In the very dry air conditions
observed in the Antarctic atmosphere, water vapor does not produce strong absorption features along the
sun path. Therefore, these instruments need to be calibrated using analytical forms different from the
square root regime, which can be determined by simulating the output voltages measured at Antarctic sites,
for the spectral near-IR curves of extraterrestrial solar irradiance, instrumental responsivity parameters,
and atmospheric transmittance, relative to various measurement periods. For this purpose, average models
of the Antarctic atmosphere from the ground level up to the 30-km altitude were considered for different
solar zenith angles and relative humidity conditions. The ratios between the output voltages simulated in the
band and window channels were plotted as a function of total water vapor content Cw, for each site and each
period, to define the best-fit calibration curves, which were subsequently normalized to the field measure-
ments to take into account the aging effects on the filter transmission characteristics. Each of the five
calibration curves was found to present a slope coefficient decreasing gradually with Cw from values higher
than 0.8 to about 0.6. Using these curves, measurements of W were obtained, which differ appreciably at
both sea level and high-altitude sites from those given by the square root calibration curves, avoiding large
overestimation errors of 10%–40% at the high-altitude sites and underestimation errors of 5%–15% at the
sea level site.

1. Introduction

Among the numerous minor atmospheric gases, wa-
ter vapor is known to have very important effects on
atmospheric opacity, which are less marked than else-
where at the high-altitude Antarctic sites (South Pole,
Dome C), where the columnar content of water vapor

is usually low, because of the extremely cold and dry air
conditions (Bally 1989; Burton et al. 1994; Bussmann et
al. 2005). Astrophysical observations performed at
these high-altitude sites over the Antarctic Plateau,
within the infrared (2–20 �m) and/or millimetric (450
�m–2 mm) wavelength range, can provide a wealth of
information (early stages of stellar evolution, infrared
galaxies, cosmic structures at high redshift, properties
of interstellar medium at low temperatures) of the same
quality as analogous measurements taken from space-
borne platforms [satellites, stratospheric balloons, air-
planes; see the Herschel Web site (http://sci.esa.int/
science-e/www/area/index.cfm?fareaid�16), the Spitzer
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Web site (http://www.spitzer.caltech.edu/spitzer/
index.shtml), and the Stratospheric Observatory for In-
frared Astronomy (SOFIA) Web site (http://www.sofia.
usra.edu/index.html)], high-altitude desert sites [Ata-
cama in Chile; see the Atacama Large Millimeter Array
(ALMA) Web site (http://www.eso.org/projects/alma)],
or volcano summits (Mauna Kea, in the Hawaii Is-
lands).

The opening of a French–Italian all-year-round sta-
tion at Dome C (75°06�S, 123°21�E, 3250 m MSL) in
2005 presented many new opportunities for research,
including studies in atmospheric sciences, astronomy,
and satellite data validation (Tomasi et al. 2006; Calisse
et al. 2004; Walden et al. 2006). Extensive site testing
measurements have been performed in recent years to
asses the suitability of atmospheric transparency condi-
tions at Dome C for astronomical observations (Valen-
ziano and Dall’Oglio 1999; Lawrence et al. 2004; Aris-
tidi et al. 2005). In particular, Valenziano et al. (1998)
carried out a measurement campaign during the Ant-
arctic Plateau Anisotropy Chasing Experiment in 1996/
97 (APACHE96), which confirmed that the atmo-
spheric opacity conditions at Dome C are such as to
allow the regular performance of significant astronomi-
cal observations at submillimeter and millimeter wave-
lengths, not only during the austral summer but also in
the winter season. They also showed that routine mea-
surements of water vapor content in the atmospheric
vertical column (briefly called precipitable water) are
required to evaluate precisely the absorption effects
due to atmospheric water vapor.

Additionally, measurements of precipitable water W
can be very useful for validating upwelling radiance
measurements provided by the Atmospheric Infrared
Sounder (AIRS) at Dome C with interferometric
ground-based measurements of upwelling and down-
welling infrared radiance (Walden et al. 2006). Such
preliminary activities indicated that the Antarctic Pla-
teau is an ideal ground site for the calibration and vali-
dation of satellite data, since it presents in general ho-
mogeneous features of cold air, low atmospheric hu-
midity, and cloud-free conditions over large areas.

Accurate and systematic measurements of W for as-
tronomical studies are usually achieved using micro-
wave radiometers or radiosondes. The former provide
precise measurements of W, but their deployment in-
volves high costs and great logistic effort (Westwater et
al. 2001, 2003; Aonashi et al. 2004). Radiosounding data
generally provide average values of W within the bal-
loon flight range (sometimes equal to some tens of ki-
lometers in Antarctica) and are commonly taken only a
few times a day. Since large telescope facilities require
a careful selection of the site to fully exploit the poten-

tial of the instruments, it is often necessary to compare
precipitable water data from sites located a few kilo-
meters from each other (more information is available
online at the ALMA Web site: http://www.eso.org/
projects/alma). Radiosoundings are not able to dis-
criminate these details, while microwave radiometers
are expensive and difficult to use at Antarctic Plateau
sites. Therefore, portable two-channel sun photometers
could be suitably employed for carrying out continuous
measurements of W, with accuracy and reliability better
than those achieved directly from radiosounding data.
Such instruments generally have low costs and are easy
to operate in harsh conditions, being transportable by
backpack. However, the two-channel sun photometers
most commonly used until now need to be carefully
calibrated for measuring the low values of W normally
observed at Antarctic sites.

Measurements of W were taken by Valenziano et al.
(1998) at the Terra Nova Bay (TNB; 74°42�S, 164°06�E;
92 m MSL), Hercules Névé (HN; 73°06�S, 165°28�E;
2960 m MSL), and Dome C sites, during various field
campaigns in the austral summer periods of 1993/94,
1994/95 and 1996/97, using a pair of portable two-
channel sun photometers manufactured with more ad-
vanced optical and electronic components than those of
the instrument designed by Tomasi and Guzzi (1974).
The instruments of Valenziano et al. (1998) were cali-
brated at TNB through intercomparison tests per-
formed with a Volz (1974) sun photometer on several
austral summer days from 1993 to 1996. The values of
W were found to vary mainly between 0.03 and 0.60 cm
at TNB and between 0.02 and 0.18 cm at Dome C. At
the latter site, a more limited range, from 0.04 to 0.15
cm, was determined by Tomasi et al. (2006), who ana-
lyzed a set of radiosounding measurements following
the correction procedures of Wang et al. (2002) and
Miloshevich et al. (2004, 2006) to remove the humidity
dry bias and lag errors. Bearing these results in mind,
the precipitable water values of Valenziano et al. (1998)
were found to be underestimated to an extent varying
between 10% and 22%. In fact, they were obtained by
(i) analyzing directly the radiosounding data taken rou-
tinely at the TNB station, without using dry bias cor-
rection procedures, and (ii) using such underestimated
values of W to determine the square root calibration
curve of the sun-photometric ratio as a function of total
water vapor content Cw,1 expressed in terms of the ana-

1 Total water vapor content Cw gives the measure of the overall
volume occupied by the atmospheric water vapor distributed
along the atmospheric slant path described by solar rays, this
quantity being given by the integral of absolute humidity along
the sun path, commonly measured in centimeters.
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lytical form proposed by Volz (1974). Therefore, the
estimates of Valenziano et al. (1998) were presumably
affected by three different errors, because of the fact
that 1) the sun-photometric ratios were not corrected
by Valenziano et al. (1998) for the surface pressure
conditions; 2) precipitable water was evaluated using a
square root calibration curve determined on the basis
of underestimated values of W, obtained directly from
the original TNB radiosounding data, without dry bias
corrections; and 3) precipitable water was determined
using the Volz (1974) square root calibration curve,
such a strong water vapor absorption regime law being
inappropriate for use in the Antarctic atmosphere, as
pointed out by Tomasi et al. (1990).

Therefore, considering the inadequacy of the square
root calibration curves, it was decided to define more
realistic analytical forms of the sun-photometric ratio
calibration curve in the Antarctic atmosphere, using (i)
radiative transfer codes to simulate the weak absorp-
tion by water vapor and (ii) the field measurements of
sun-photometric ratio performed by Valenziano et al.
(1998) to determine empirically some shape parameters
of the calibration curves.

Before presenting the results of the simulation stud-
ies, it is useful to describe the basic concepts of the
near-IR two-channel sun photometer technique, giving
a measure of the water vapor absorption variability
within the spectral range covered by the ��� water va-
por band.

2. The two-channel sun photometer technique

The two-channel sun photometer technique consists
basically of taking a pair of simultaneous direct solar
irradiance measurements within two narrow spectral in-
tervals centered at nearby wavelengths, the first usually
chosen in the middle of a near-infrared water vapor
band, and the second within a nearby transparency win-
dow of the solar spectrum. The ��� band covers the
0.91–0.98-�m wavelength range and is most commonly
preferred for this application, since the direct solar ir-
radiance measured at the ground within the wavelength
interval of about 10-nm width covering the middle part
of this water vapor band does not assume null values in
all cases, even for rather high values of Cw (Gates 1956;
Thome et al. 1992, 1994). Both side windows exhibit
very weak absorption features, but the one on the
short-wavelength side is generally preferred, since the
silicon solar cells employed as sensors have higher and
more uniform responsivity performances at these
shorter wavelengths. Thanks to the choice of these nar-
row spectral channels, the ratio between the direct solar
irradiance measurements taken within such band and

window channels (hereinafter referred to as sun-
photometric ratio) turns out to depend closely on Cw as
a result of the relatively intense absorption due to the
��� band.

The direct solar irradiance measurements are extin-
guished not only by atmospheric water vapor but are
also slightly affected by other atmospheric attenuation
effects, such as (i) absorption by minor gases, giving
negligible optical depths within the 0.86–0.96-�m wave-
length range; (ii) Rayleigh scattering; and (iii) aerosol
extinction. Rayleigh scattering optical depth assumes
very close values at the two-channel peak wavelengths
of about 0.87 and 0.94 �m, with differences evaluated to
be smaller than 0.004 at TNB and 0.003 at the Dome C
station, these estimates being inferred from the subarc-
tic summer atmosphere Rayleigh scattering model (To-
masi et al. 2005). Aerosols yield values of optical depth
(AOD) within the two channels, which vary apprecia-
bly from one day to another as a function of atmo-
spheric turbidity conditions. For values of the Ång-
ström exponent � ranging most frequently between 0.5
and 1.5 at TNB, associated with values of AOD gener-
ally lower than 0.05 at the 0.50-�m wavelength (Vitale
and Tomasi 1990; Di Carmine et al. 2005), the differ-
ence �AOD was found to be in general lower than
0.002. Even lower values of �AOD are usually ob-
served at the high-altitude sites on the Antarctic Pla-
teau, causing relative errors smaller than 1% in the
sun-photometric ratio measurements, for solar zenith
angles (SZAs) 	 79°.

Parameter Cw is usually measured as the product

Cw � mwW, 
1�

where (i) mw is the relative optical air mass for water
vapor (Kasten 1966), determined as a function of the
apparent solar zenith angle SZA, providing the mea-
sure of the relative “length” of the sun path; and (ii) W
is the columnar volume content of water vapor, defined
as the integral of absolute humidity q(z) along the ver-
tical atmospheric path.

Examining numerous water vapor absorption spectra
of solar radiation, Gates and Harrop (1963) stated that
the natural logarithm of the sun-photometric ratio is
linearly related to the square root of Cw for all the
strong near-IR water vapor bands. On this basis, Volz
(1974) adopted a square root dependence form to de-
rive W from the sun photometer measurements of di-
rect solar irradiance J(�) taken simultaneously within
two narrow passband channels, defined by means of a
pair of interference filters with half-bandwidth (HBW)
 0.035 �m and transmission curves peaked at the 0.94-
and 0.88-�m wavelengths, respectively. Thus, the Volz
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sun-photometric ratio RV � J(0.94 �m)/J(0.88 �m) was
expressed as a function of Cw in the following form:

RV � A exp
�KCw
n �, 
2�

with n � 0.5, where (i) parameter A depends closely on
the extraterrestrial values Jo(0.94 �m) and Jo(0.88 �m)
of the two output signals, as they would be measured by
the sun photometer outside the atmosphere; and (ii)
coefficient K depends on the spectral absorption fea-
tures of the ��� band, properly weighted by the spectral
curves of filter transmission and sensor responsivity.

Further studies were developed on the analytical
form of Eq. (2), by comparing the measurements of RV

with values of W derived from simultaneous radio-
soundings, showing that a value of n � 1/1.78 � 0.5618
can be used in Eq. (2) with the same reliability as n �
0.5 (Pitts et al. 1977). Comparing sun-photometric mea-
surements against microwave radiometric measure-
ments of precipitable water, Bartels (1986) found that
different values of exponent n, ranging between 0.04
and 0.8333, can be reliably used to give form to the
dependence curve of the sun-photometric ratio on the
water vapor content, provided that coefficient K in Eq.
(2) is changed from one value of n to another. How-
ever, he suggested adopting the value of n � 0.5 to
determine W within the range of this quantity from 2.5
to 9.6 cm, and pointed out that nothing can be said
about the analytical form assumed by the dependence
curve of sun-photometric ratio on Cw for very low val-
ues of W, a region where Bird and Hulstrom (1982)
reported difficulty. The Antarctic atmosphere fre-
quently presents very low values of W, which are asso-
ciated with very dry air conditions. Examining a set of
sun-photometric ratio measurements performed at
TNB during the austral summer periods of 1988 and
1989, Tomasi et al. (1990) found average values of n
decreasing from 0.927 to 0.509 throughout the overall
range of Cw from 0.4 to 6.1 cm. These findings suggest
that values of n � 0.5 can be suitably used for deter-
mining W from sun photometer measurements taken at
coastal Antarctic sites. Thus, the present analysis of
sun-photometric data recorded at the TNB, HN, and
Dome C sites could provide a useful contribution for
clarifying such aspects.

Evidence of the variability of exponent n as a func-
tion of Cw also emerges from the analysis of the atmo-
spheric transmittance evaluations made by Eldridge
(1967) in terms of error function absorption coefficients
equal to 0.018 and 0.19 cm�1/2 at the 0.85- and 0.95-�m
wavelengths, respectively. Such values of monochro-
matic atmospheric transmittances �E(0.95 �m) and
�E(0.85 �m) are presented in Fig. 1 throughout the

range of Cw from 10�2 to 102 cm, showing that these
transmittance functions decrease gradually with
strongly different rates. The values of ratio RE �
�E(0.95 �m)/�E(0.85 �m) are given in Fig. 1 as a func-
tion of Cw, over a bilogarithmic scale. Therefore, bear-
ing in mind that RE is proportional to the sun-
photometric ratio, the absolute value of the slope coef-
ficient of such a curve yields reliable evaluations of
exponent n used in Eq. (2), throughout a very wide
range of Cw, presenting (i) an average value of about
0.96 within the range 0.01 � Cw � 0.02 cm, and (ii)
gradually decreasing values as Cw increases by four or-
ders of magnitude, until assuming an average value of
0.59, within the range 50 � Cw � 100 cm. This behavior
of parameter n agrees very well with that predicted by
the Matheson diagram, defined for arrays of unequal
but independent lines giving form to an absorption
band (Goody 1964). In particular, the Eldridge (1967)
calculations indicate that n is expected to present (i)
gradually decreasing values as Cw increases at all the
Antarctic sites, and (ii) values ranging between 0.6 and
0.8 at the high-altitude sites, where Cw is most fre-
quently observed to vary between 0.02 and 0.4 cm, for
values of mw 	 5.

3. The field measurements of the sun-photometric
ratio

The field measurements were performed by Valen-
ziano et al. (1998) at different Antarctic sites, using
simultaneously the portable Volz (1974) sun photom-

FIG. 1. Dependence curves of the atmospheric transmittance
functions �E(0.95 �m) and �E(0.85 �m) (given on the left scale) on
the total water vapor content Cw, as determined by Eldridge
(1967). The dependence curve of ratio RE � �E(0.95 �m)/�E(0.85
�m) on parameter Cw is also shown, ratio RE being defined on the
right ordinate scale.
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eter number 625 and one of the sun photometers num-
ber 1 and number 2. The Volz sun photometer was
equipped with four passband interference filters, two of
which were centered at the 0.946-�m (with HBW �
0.032 �m) and 0.868-�m (with HBW � 0.034 �m)
wavelengths, respectively, to provide measurements of
ratio RV � J(0.946 �m)/J(0.868 �m). The sun photom-
eter number 1 was equipped with two interference fil-
ters having peak wavelengths of �p � 0.9407 �m [with
HBW � 0.0134 �m and peak transmittance F(�p) �
49.2%] and �p � 0.8691 �m [with HBW � 0.0112 �m,
and F(�p) � 59.0%]. Thus, the ratio R1 � V(0.9407
�m)/V(0.8691 �m) was determined from each pair of
output voltages measured simultaneously. Sun photom-
eter number 2 was similarly equipped with two inter-
ference filters having �p � 0.9385 �m [HBW � 0.0122
�m, F(�p) � 53.5%] and �p � 0.8702 �m [HBW �
0.0116 �m, F(�p) � 55.0%], providing the output volt-
ages V(0.9385 �m) and V(0.8702 �m), respectively,
from which the ratio R2 � V(0.9385 �m)/V(0.8702 �m)
was determined. The direct solar irradiance measured
by the two instruments within their channels was con-
verted into output voltages by means of amplification
devices with different gain factors gi within the band
and window channels (indicated by subscripts i � 1 and
i � 2, respectively) to obtain comparable signals within
the two channels. In fact, the band-channel irradiance
measurements are in general considerably lower than
those measured in the windows for all the SZA values,
because of water vapor absorption. Thus, the band sig-
nals were amplified to a greater extent than the window
ones, with an amplification ratio G � g1/g2 equal to 5.70
in both sun photometers number 1 and number 2.

The two instruments were pointed at the sun by
means of a collimating optical device with an angular
precision better than 0.2°. The optical system used to
measure the direct solar irradiance consisted of (i) an
entrance circular diaphragm of 5-mm diameter, com-
bined with two supplementary circular diaphragms to
limit a field-of-view of about 1.5°-diameter, (ii) a rotat-
ing wheel with two circular holes containing the two
interference filters defining the band and window chan-
nels, and (iii) an UDT-450 Photop used as sensor. By
means of a switch, the two interference filters were
consecutively placed on the optical axis within a few
seconds, connected with the different amplification de-
vices mentioned above, to furnish the output signals.

The field measurements of sun-photometric ratios R1

and R2 were performed at three sites, collecting the
following five sets of measurements:

1) Dataset OASI-A, consisting of measurements of R1

and W, taken at the Osservatorio Antartico Submil-

limetrico e Infrarosso (OASI) astronomical site, lo-
cated on the summit of a rocky hill (92 m MSL)
facing the TNB Mario Zucchelli Italian station on
the Ross Sea coast. The measurements were per-
formed during the period from 29 October to 13
November 1993, using the sun photometers number
1 and number 625.

2) Dataset OASI-B, consisting of measurements of R1

and W, taken at the OASI site, during the period
from 30 October to 21 November 1994, employing
the same instruments as for set OASI-A.

3) Dataset OASI-C, consisting of measurements of R2

and W, taken at the OASI site, during the period
from 11 to 18 December 1996, with sun photometers
number 2 and number 625.

4) Dataset HN, consisting of measurements of R1 and
W, taken at the HN high-altitude site in Northern
Victoria Land, about 200 km NW of OASI, during
the period from 23 November to 20 December 1994,
with sun photometers number 1 and number 625.

5) Dataset Dome C, consisting of simultaneous mea-
surements of R2 and W, taken at the Dome C Ob-
servatory over the Antarctic Plateau, during the pe-
riod from 28 December 1996 to 12 January 1997,
using sun photometer number 2 only.

The reliability of the two sun photometers in mea-
suring the direct solar irradiance within the two spectral
channels was tested through comparisons between the
output voltages provided simultaneously by the two sun
photometers and the Volz sun photometer at the OASI
and HN sites, as shown in Fig. 2. The tests indicate that
the output voltages of the two present sun photometers
are proportional with a good approximation to those of
sun photometer number 625 in both channels, with a
standard error of estimate �y,x equal to 0.04 for the
window channels and 0.11 for the band channels. The
dispersion of data, evaluated within �10% on the av-
erage, is mainly due to the filter transmission variations
occurring from one measurement period to another, as
can be noticed in Fig. 2, and to a lesser extent (by
3%–7%) it is due to the instrumental errors. For in-
stance, the band signals of the OASI-B set appear to be
subject to an appreciable decrease in 1994, by percent-
ages varying between 9% and 25% with respect to the
same band signals measured in the previous campaign
of 1993, while other less marked variations in the win-
dow filter transmission appear evident in Fig. 2, from
one campaign to another. These variations indicate that
aging effects on the filter took place, causing a sharp
decrease in the peak transmission at the 0.9407-�m
wavelength, from 49.2% to less than 40%, and more
limited variations, not exceeding 7%, in the window-
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channel transmission. The variations were found to be
consistent with the transmission decrease of more than
20% found for the band filter of sun photometer num-
ber 1 during the laboratory tests performed after the
Antarctic campaign, in 1997, and with the transmission
decreases of 3%–7% tested for the window filters of
both instruments, during the final laboratory check.
The comparison between the pairs of ratios (R1, RV)
and (R2, RV), shown in the lower part of Fig. 2, confirms
that the values of R1 taken at the OASI site in 1994
were subject to an appreciable lowering with respect to
1993, while those measured from 1994 to 1996 appear to
be less important. This comparison also shows that sun
photometer number 2 has greater sensitivity than sun
photometer number 625.

The laboratory spectral curves of filter transmission
F(�) measured before the 1993 campaign are shown in
Fig. 3 for both instruments, throughout the wavelength
range from 0.80 to 1.00 �m, together with the spectral
responsivity curve �(�) of the UDT-450 Photop sensor,
as measured in 1992, before the field campaigns in Ant-
arctica. Figure 3 also shows the spectral curve of extra-
terrestrial solar irradiance Io(�) determined by Guey-
mard (2004) within the same wavelength range, for a
spectral resolution �� � 10�3 �m, and compares it with
those of Iqbal (1983) for �� � 10�2 �m, and of Neckel
and Labs (1984) for �� � 2 � 10�3 �m, indicating very
clearly that the Gueymard (2004) data are the most
suitable for use in the present study.

4. Spectral transmittance features of five Antarctic
atmosphere models

Figure 2 gives evidence of the marked changes in the
sun photometer responsivity occurring from one field
campaign to another, as well as of the large scatter of
the signals due to instrumental errors. Thus, an empiri-
cal calibration of the sun photometer ratios based only
on field measurements could define shape parameters
of the calibration curves influenced appreciably by the
experimental scatter of data. For these reasons, it was
decided to calculate the spectral curves of atmospheric
transmittance, as they would be measured by the two
sun photometers within their band and window chan-
nels at the OASI, HN, and Dome C sites, for the dif-
ferent meteorological conditions observed at the vari-
ous sites. In detail, a complex procedure was adopted to
determine the dependence features of ratios R1 and R2

on Cw, consisting of the following steps:

1) Define five Antarctic atmosphere models, for which
the corresponding spectral curves of atmospheric
transmittance can be calculated in the near-IR
range, as done below in this section.

FIG. 2. (top left) Comparison between the output voltages pro-
vided by the two sun photometers number 1 and number 2 within
the window channels, and the simultaneous signals measured with
the Volz sun photometer number 625 within the 0.868-�m chan-
nel, during the OASI-A, OASI-B, OASI-C, and HN campaigns.
(top right) As on the left, for the output voltages provided by the
same instruments within the water vapor band channels. The solid
lines are the overall best-fit regression lines drawn through the
origin, found for the values of regression coefficient r given in the
graphs. The dashed lines are drawn parallel to the regression lines
for standard errors of estimate �y,x equal to 0.04 (top left) and 0.11
(top right). The measurement errors were evaluated to range be-
tween 2% and 5% and were not shown in the graph since the
corresponding bars are smaller than the symbol sizes. (bottom
left) Comparison between the sun-photometric ratio R1, mea-
sured by the sun photometer number 1 during the OASI-A,
OASI-B, and HN campaigns, and the simultaneous measurements
of ratio RV obtained with the Volz sun photometer number 625.
(bottom right) As in (left), for the values of sun-photometric ratio
R2 measured during the OASI-C campaign with the sun photom-
eter number 2, and the simultaneous measurements of ratio RV

taken with the Volz sun photometer number 625. The solid lines
are the overall best-fit regression lines drawn through the origin,
found for the values of regression coefficient r given in the graphs.
The dashed lines are drawn parallel to the regression lines for
standard errors of estimate �y,x equal to 0.40 (bottom left) and
0.31 (bottom right). The measurement errors were evaluated to
vary between 4% and 7%.
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2) Simulate the sun photometer signals for different
values of parameters W and SZA (and, hence, rela-
tive optical air mass mw), as done in the last part of
this section.

3) Calculate the ratios between simulated values of the
output signals and determine the calibration curves
by plotting the ratios versus Cw, as described in sec-
tion 5.

4) Define the best-fit values of the intercept constant
of the calibration curves, through comparison with
the field measurements of sun-photometric ratios, to
account for the filter transmission changes occurring
during the field campaigns, as done in section 6.

The first step of the above procedure determined the
average vertical profiles of the main thermodynamic
parameters (pressure, temperature, relative humidity)
observed in the clear-sky Antarctic atmosphere at the

three measurement sites during the field campaigns.
The atmosphere models relative to the first two sites
were defined using the mean vertical profiles of pres-
sure, temperature, and dewpoint obtained by Tomasi et
al. (2004) over various 10-day periods, analyzing a 12-yr
set consisting of 1330 radiosoundings taken at the TNB
station. Examining these datasets, Tomasi et al. (2004)
found mean 10-day vertical profiles of absolute humid-
ity with standard deviations of no more than 3% at all
the tropospheric levels, giving corresponding mean 10-
day values of W with standard deviations not exceeding
3%. Comparing the results obtained for the various
10-day periods, a more than threefold increase was ob-
served in the moisture parameters (i.e., absolute hu-
midity at tropospheric levels and precipitable water)
from late October to early December, while more
stable values were found during the rest of the austral
summer. The dewpoint profiles were completed in the
low stratosphere examining a large set of mixing ratio
measurements derived from satellite data taken in high-
latitude austral areas, at altitudes ranging between 10
and 30 km (Rosen et al. 1991; Rind et al. 1993; Harries
et al. 1996; Lahoz et al. 1996; Chiou et al. 1997; Randel
et al. 2001). Through very simple smoothing proce-
dures, five atmosphere models were determined to de-
scribe the average meteorological conditions observed
at the OASI, HN and Dome C sites during the five
measurement periods defined in the previous section,
as follows:

1) Model OASI-A (W � 0.127 cm), derived over the
0.092–32.000-km height range by averaging the To-
masi et al. (2004) data relative to the last 10-day
period of October and the first 10-day period of
November, and used to analyze the OASI-A
dataset.

2) Model OASI-B (W � 0.173 cm), derived over the
above height range from the data of Tomasi et al.
(2004) relative to the first two 10-day periods of
November, and used for analyzing the OASI-B
dataset.

3) Model OASI-C (W � 0.330 cm), defined over the
same height range according to the second 10-day
December model of Tomasi et al. (2004), and used
for the OASI-C dataset.

4) Model HN (W � 0.057 cm), determined over the
2.96–32.00-km height range by averaging the Tomasi
et al. (2004) data relative to the third 10-day period
of November and the first two 10-day periods of
December, suitable for analyzing the HN dataset.

5) Model Dome C (W � 0.078 cm), defined using the
monthly-mean vertical profiles of pressure, tem-
perature, and humidity derived by Tomasi et al.

FIG. 3. (top) Spectral curves of filter transmission F(�) relative
to the band (on the right, with subscript 1) and window filters (on
the left, with subscript 2) mounted on the portable sun photom-
eters number 1 (dashed curves) and number 2 (solid curves), com-
pared with the spectral curve of relative responsivity �(�) of the
UDT-450 Photop sensor mounted on both the two-channel sun
photometers (dotted curve), throughout the 0.80–1.00-�m wave-
length range. (bottom) Spectral curve of extraterrestrial solar ir-
radiance Io(�) (solid curve) determined by Gueymard (2004),
used in the present study to calculate the atmospheric transmit-
tance terms for simulating the sun photometer output signals. The
extraterrestrial solar irradiance values given by Iqbal (1983) (solid
triangles) and Neckel and Labs (1984) (open squares) are also
shown for comparison.
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(2006) through the analysis of a set of 87 radio-
sounding measurements performed at Dome C in
January 2003 and 2004, with different Vaisala radio-
sonde models (Aristidi et al. 2005). This model was
completed with the stratospheric vertical profiles of
moisture parameters determined by Tomasi et al.
(2004) for the first 10-day period of January, to
cover the overall 3.25–26.00-km height range, rela-
tive to the Dome C dataset.

For the five atmosphere models, the vertical profiles
of air pressure p(z), temperature T(z), dewpoint Td(z),
relative humidity f(z), and absolute humidity q(z) were
calculated from the surface level up to altitudes ranging
between 26 and 32 km. Those of T(z) and q(z) are
presented in Fig. 4, clearly showing that very similar
values of the temperature vertical gradient were found
in the tropospheric region, where a gradual warming
took place from early November to mid-January. Fig-
ure 4 shows also that stratospheric temperature gradu-
ally increased from 8–10- to 25-km height during the
austral summer, while the tropopause minimum de-
creased from more than 12- to around 8-km height.
Correspondingly, the moisture conditions of the tropo-
sphere were found to increase, presenting the highest
values of absolute humidity in January. All five models
were completed with the vertical concentration curves
of minor gases defined in the subarctic summer atmo-
sphere model (Anderson et al. 1986) and by linking the
vertical profiles of p(z), T(z), Td(z), and q(z) with those

of the subarctic summer atmosphere model from 35- to
118-km height, through linear interpolation of T(z) and
Td(z) and exponential interpolation of p(z) and q(z) in
height.

In the second step of the simulation procedure, the
spectral curves of atmospheric transmittance were cal-
culated for the five atmosphere models, within the
channels of the two sun photometers number 1 and
number 2, using the moderate resolution atmospheric
transmission MODTRAN4 code (Anderson et al.
2000), in which the water vapor selective absorption is
represented with a spectral resolution of 1 nm by means
of the Curtis–Godson approximation (Curtis 1952;
Godson 1955). Aerosol extinction was represented in
all five models assuming a visual range of 46 km for a
columnar aerosol loading consisting predominantly of
maritime particles, the choice being made considering
that this aerosol composition was observed most fre-
quently at TNB, in the absence of katabatic winds (Di
Carmine et al. 2005). An overall number of 125 spectral
curves of atmospheric transmittance were determined
with the MODTRAN4 code for (i) five sets of atmo-
spheric models, relative to the OASI-A, OASI-B,
OASI-C, HN, and Dome C models, respectively, each
set consisting of five submodels in which different val-
ues of relative humidity f(z) were assumed at all alti-
tudes, as obtained by multiplying those of the original
models by factors equal to 0.25, 0.50, 0.75, 1.00, and
1.25, respectively, thus achieving five different values of

FIG. 4. Vertical profiles of air temperature T(z) and absolute humidity q(z) determined for
the five atmosphere models OASI-A, OASI-B, OASI-C, HN, and Dome C, used to represent
the average meteorological conditions of the Antarctic atmosphere during the measurement
periods of the OASI-A, OASI-B, OASI-C, HN, and Dome C datasets, respectively.
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W; and (ii) five values of the solar zenith angle SZA �
50°, 60°, 68°, 72°, and 76° for each of the 5 submodels,
thus covering the solar elevation range most frequently
observed during the field measurements, for values
of mw � 1.555, 1.999, 2.666, 3.229, and 4.118, respec-
tively, as used in Eq. (1) with the Kasten (1966) for-
mula.

Correspondingly, different intervals of Cw were
found for the five atmosphere models, as given in Table
1, yielding an overall range of Cw from 0.05 to 1.70 cm
at the OASI site and an overall range from 0.02 to 0.40
cm at the high-altitude HN and Dome C sites. Through
these calculations of atmospheric transmittance, per-
formed for the above 125 configurations of the Antarc-
tic atmosphere, the corresponding spectral curves of
simulated atmospheric transmittance �s(�) were deter-
mined in the 0.80–1.00-�m wavelength range. Six ex-
amples of the curves are presented in Fig. 5:

1) Three of them are presented in the upper part of
Fig. 5, being calculated for the three OASI atmo-
sphere models and SZA � 50° (i.e., for mw � 1.555),
for three different values of W: the results show very
clearly that the rough doubling of W does not cause
a change in the transmittance �s(�) within the win-
dow channels, but leads instead to a marked de-
crease in �s(�) at the wavelengths occupied by the
absorption lines of the water vapor band.

2) Those presented in the lower part of Fig. 5 are cal-
culated for the Dome C model (W � 0.078 cm) and
different values of SZA, showing that �s(�) in the
window channel decreases gradually as SZA in-
creases, while �s(�) in the absorption band channel
decreases more rapidly as SZA decreases and Cw

increases consequently from 0.12 to 0.25 cm.

For (i) the 125 spectral curves of �s(�) calculated
above, (ii) the spectral curves of F1(�), F2(�) and �(�)
given in Fig. 3 for the two near-IR sun photometers,
and (iii) the spectral curves of extraterrestrial solar ir-

radiance Io(�) in Fig. 3, the simulated output signals
Js(�i) were calculated within the band and window
channels in terms of the following equation:

Js
�i� � gi�
�a

�b

Io
���s
��Fi
���
�� d�, 
3�

where �i is the peak wavelength of one of the two spec-
tral channels (labeled with subscript i � 1 for the band
channel and i � 2 for the window channel), and �a and
�b are the limits of the integration spectral range rela-
tive to the spectral channel under consideration. Some
examples of spectral curves of the function Io(�) �s(�)
Fi(�) �(�) under integration in Eq. (3) are shown in Fig.
6, together with the corresponding curves of �s(�) over
the 0.80–1.00-�m wavelength range. Following this pro-
cedure, the pairs of simulated signals Js(�i) were deter-
mined for all the 125 atmospheric configurations, from
which the corresponding values of simulated sun-
photometric ratios Rs1 � Js(0.9407 �m)/Js(0.8691 �m)
and Rs2 � Js(0.9385 �m)/Js(0.8702 �m) were ob-
tained for the two sun photometers number 1 and num-
ber 2.

5. Definition of the simulated calibration curves of
sun-photometric ratio

The third step of the present procedure included the
calculations of simulated ratios Rs1 and Rs2, relative to
the two near-IR sun photometers number 1 and num-
ber 2, respectively. The overall set of 125 values of
ratios Rs1 and Rs2 were plotted versus the total water
vapor content Cw in Fig. 7, separately for the five sub-
sets pertaining to the atmosphere models OASI-A,
OASI-B, OASI-C, HN, and Dome C. Each subset con-
sists of 25 sun-photometric ratios relative to values of
Cw increasing in regular steps throughout the corre-
sponding interval of Cw given in Table 1. The compari-
son between the simulated curves OASI-A and
OASI-B in Fig. 7 shows that ratio Rs1 depends very

TABLE 1. Shape parameters of the best-fit curves found in terms of Eqs. (3)–(5) within various intervals of total water vapor content
Cw, chosen for the five datasets of atmosphere configurations and the two near-IR sun photometers number 1 and number 2 used during
the OASI, HN, and Dome C campaigns, together with the range of exponent n found for each interval of Cw.

Dataset Measurement period
Sun

photometer

Range of total water
vapor content

Cw (cm)
Intercept

constant A

Polynomial coefficients
in Eq. (5)

Range of
exponent na1 a2 a3

OASI-A 29 Oct–13 Nov 1993 1 0.05–0.65 0.843 1.069 �1.463 0.915 0.83–0.57
OASI-B 30 Oct–21 Nov 1994 1 0.07–0.90 0.833 0.923 �0.933 0.432 0.82–0.58
OASI-C 11–18 Dec 1996 2 0.13–1.70 0.834 0.704 �0.377 0.092 0.80–0.54
HN 23 Nov–20 Dec 1994 1 0.02–0.29 0.852 1.389 �4.092 5.556 0.83–0.63
Dome C 28 Dec 1996–12 Jan 1997 2 0.03–0.40 0.876 1.274 �2.758 2.828 0.83–0.61
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weakly on the vertical profile of absolute humidity con-
sidered in the simulations. It presents discrepancies of
less than 0.3% throughout the entire range of Cw, al-
though the vertical distribution curves of q(z) relative
to the OASI-A and -B atmosphere models exhibit dif-
ferences of 25%–30% at the low-tropospheric levels,
and nearly 20% in the upper troposphere (see Fig. 4).
As can be seen, the values of ratios Rs1 and Rs2 decrease
gradually with Cw, and each set can be easily fitted by a
polynomial curve. According to Eq. (2), and bearing in
mind the above remarks on the variability of exponent
n, the simulated ratios Rs1 and Rs2 are expected to vary
as a function of Cw following the general analytical
form

Rs � A exp��f 
Cw��, 
4�

where (i) the intercept constant A accounts for the
variations due to the extraterrestrial solar spectrum,
and the amplification gain G evaluated in section 3, and
(ii) the function f(Cw) can be represented by means of
a polynomial curve, as shown in Fig. 7. Thus, the simu-
lated values of ratios Rs1 and Rs2 calculated above were
best fitted by three-term polynomial curves having the
general form

f
Cw� � a1Cw � a2Cw
2 � a3Cw

3 , 
5�

where the shape parameters can be defined separately
for each of the five datasets of ratios Rs1 and Rs2, within
the corresponding interval of Cw given in Table 1. The

FIG. 5. (top) Spectral curves of simulated atmospheric transmit-
tance �s(�), calculated to evaluate the sun-photometric ratio Rs1,
in three simulation cases relative to the three OASI atmosphere
models, for the same values of solar zenith angle SZA and relative
optical air mass mw. (bottom) As in (top), for evaluating the sun-
photometric ratio Rs2 of sun photometer number 2, in three simu-
lation cases relative to the Dome C atmosphere model for differ-
ent pairs of parameters SZA and mw.

FIG. 6. (top) Spectral curves of simulated atmospheric transmit-
tance �s(�), calculated for three atmospheric simulation cases rela-
tive to (i) model OASI-C with W � 0.330 cm, SZA � 76°, and
mw � 4.118; (ii) model HN with W � 0.057 cm, SZA � 50°, and
mw � 1.555; and (iii) model Dome C with W � 0.078 cm, SZA �
68°, and mw � 2.666. (bottom) Corresponding curves of the func-
tion Io(�) �s(�) F2(�) �(�) under integration in Eq. (3), relative to
sun photometer number 2 and determined using the spectral
curves of Io(�), F2(�), and �(�) given in Fig. 3, together with the
curves of �s(�) shown in (top).
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best-fit curves, labeled OASI-A, OASI-B, OASI-C,
HN, and Dome C in Fig. 7, were thus determined for
the values of intercept constant A and polynomial co-
efficients a1, a2, and a3 given in Table 1. It can be no-
ticed that the discrepancies between the values of A
were found to be within about �1% at the OASI and
HN sites, while an increase of about 5% was found
passing from the OASI-C to the Dome C dataset. All
the five best-fit calibration curves decrease as a func-
tion of Cw with values of the slope coefficient n in Eq.
(2) given by the derivative d ln f(Cw)/d ln Cw, which
were found to decrease gradually from 0.83 to 0.54 at
the sea level Antarctic sites, and from 0.83 to 0.61 at the
high-altitude sites of the Antarctic Plateau, as can be
seen in Table 1. Such results were obtained over the
range 0.02 � W � 0.55 cm at the OASI coastal site and
the overall range 0.01 � W � 0.13 cm at the HN and
Dome C high-altitude sites, which both differ consider-
ably from the 2.5 � W � 9.6-cm range examined by
Bartels (1986). Therefore, the present results can be
more realistically compared with the variable features
of parameter n shown in Fig. 1 as a function of total
content Cw (over the Antarctic range Cw 	 1.5 cm), as
derived from the Eldridge (1967) calculations, rather
than with the Bartels (1986) results obtained for a dif-
ferent range of precipitable water.

6. Correction of the intercept constant

The fourth step of the present calibration procedure
consists of the correction of the values of intercept con-
stant A of the simulated curves, through comparison
with the field measurements of the sun-photometric ra-
tios and water vapor content Cw. This quantity was cal-
culated according to Eq. (1), for (i) values of mw deter-
mined for each sun-photometric ratio in terms of the
Kasten (1966) formula given as a function of the appar-
ent SZA, which varies with latitude, longitude, and UT
measurement time; (ii) values of W determined for
each sun-photometric ratio of the OASI-A, OASI-B,
and OASI-C datasets, following the so-called precipi-
table water interpolation in time (PWIT) procedure de-
scribed in the appendix, which utilizes local meteoro-
logical and radiosounding measurements; and (iii) val-
ues of W, relative to the HN and Dome C datasets,
measured directly by Valenziano et al. (1998), since
simultaneous radiosounding and ground-level meteoro-
logical data were not available at these high-altitude
sites in 1996.

Figure 7 shows the field measurements of ratios R1

and R2, which are affected by instrumental errors esti-
mated in Fig. 2 to vary between 3% and 7%. Since the
corrections for dry bias and lag errors applied to the

FIG. 7. (left) Comparison between the simulated values of ratio Rs1 (open symbols) plotted
vs total water vapor content Cw, as obtained for the models OASI-A, OASI-B, and HN,
respectively, and the measured values of sun-photometric ratio R1 (solid symbols) plotted vs
Cw. The simulated curves were then shifted upward (OASI-A) or downward (OASI-B and
HN) to obtain the best fit of the curves with the field data, and hence evaluate the relative
correction factors � for the corresponding calibration curves OASI-A*, OASI-B*, and HN*,
suitable for analyzing the field measurements. (right) As in (left), for simulated ratios Rs2 and
measured ratios R2 of the sun photometer number 2, relative to the OASI-C and Dome C
models, providing the simulated calibration curves OASI-C and Dome C together with the
field calibration curves OASI-C* and Dome C* for the relative correction factors � suitable
for the field measurements taken at the high-altitude Antarctic sites. The vertical and hori-
zontal bars give the measurement errors.
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radiosounding data following the Tomasi et al. (2006)
procedure lead to supplemental errors of a few percents
in evaluating W, it can be stated that the overall error of
Cw is given by the sum of (i) the error arising directly
from the analysis of the radiosounding data, realisti-
cally evaluated to vary between 5% and 10% on aver-
age; (ii) the error due to the use of the PWIT interpo-
lation procedure, evaluated in the appendix to range
usually between 2% and 4%; and (iii) the error due to
the dry bias corrections, which are relatively small, as
mentioned above. The data are shown in Fig. 7 with
their error bars evaluated according to the above esti-
mates. The comparison made in the left part of Fig. 7
regards the measurements of R1 taken by sun photom-
eter number 1 during the OASI-A, OASI-B, and HN
campaigns. It shows that the simulated values of Rs1 fall
between the OASI-A sequence of R1 measured in 1993
and the OASI-B and HN series of R1 recorded in 1994
and 1996, respectively. The results relative to sun pho-
tometer number 2 are presented in the right part of Fig.
7, showing that the simulated values of Rs2 are appre-
ciably lower than those of R2 measured during the
OASI-C and Dome C campaigns. These differences can
be plausibly explained as due to variations in the filter
transmission characteristics of the sun photometers evi-
denced in Fig. 2. Thus, to obtain the best fit of the
simulated curves of Rs1 and Rs2 with the experimental
data, the variations in the intercept constant A caused
by filter transmission changes were taken into account
by multiplying the values of A given in Table 1 for the
five atmosphere models by a correction factor �. This
correction term was determined in Fig. 7 by shifting the
simulated calibration curves upward or downward, un-
til fitting the corresponding experimental data. Consid-
ering that the filter transmission can only decrease be-
cause of aging effects (sometimes, associated with slight
peak wavelength shifts), factor � may become lower
than unity in cases where the band-channel transmis-
sion decreases, and higher than unity in cases where the
window-channel transmission decreases with age.

The correction factor � was thus determined for each
curve, obtaining the best fit of the calibration curve
with the field measurements. Through this procedure,
new calibration curves were drawn in Fig. 7, having the
same shape parameters of the simulated curves but new
values of the intercept constant, modified to take into
account the changes occurring in the filter transmission
characteristics of the two-channel sun photometers.
These curves are shown in Fig. 7, labeled as OASI-A*,
OASI-B*, OASI-C*, HN*, and Dome C*, respectively,
to distinguish them from the corresponding simulated
curves OASI-A, OASI-B, and HN pertaining to ratio

Rs1 and curves OASI-C and Dome C to ratio Rs2,
presented initially in Fig. 7. The new curves were ob-
tained for the following best-fit values of the correction
factor �:

1) �OASI-A* � 1.063 � 0.032, fitting the measurements
of R1 performed at the OASI site in late October
and early November 1993, over the experimental
range 0.05 � Cw � 0.65 cm.

2) �OASI-B* � 0.850 � 0.022, fitting the measurements
of R1 taken at the OASI site in 1994, over the mea-
surement range 0.067 � Cw � 0.90 cm. This correc-
tion term turns out to be lower than unity and about
20% lower than the one evaluated in 1993, and is
consistent with the aging effects on the peak trans-
mission of the band filter, plausibly occurring from
1993 to 1994.

3) �OASI-C* � 1.069 � 0.021, fitting the measure-
ments of ratio R2 taken at the OASI site in De-
cember 1996, over the field range 0.13 � Cw �

1.70 cm.
4) �HN* � 0.837 � 0.047, fitting the measurements of

ratio R1 performed at the HN site in November and
December 1994, over the experimental range 0.02 �

Cw � 0.29 cm, and indicating the occurrence of
further slight variations in the band filter transmis-
sion.

5) �DOME C � 1.107 � 0.030, fitting the measurements
of ratio R2 performed by Valenziano et al. (1998)
at Dome C in the austral summer of 1996/97,
and found over the application range 0.03 � Cw �

0.40 cm.

To check the reliability of the above five calibration
curves defining the dependence features of sun-
photometric ratio on total content Cw, the values of the
standard error of estimate �y,x were calculated for the
field data shown in Fig. 7, separately for each of the five
curves, finding values of �y,x equal to �4% (OASI-A*
and OASI-B*), �3% (OASI-C* and Dome C*), and
�7% (HN*). The right part of Fig. 7 presents the Dome
C* calibration curve, comparing it with the field data,
which are apparently in poor agreement, because of
their “wide” dispersion. Such features are due to the
fact that sun photometer number 2 recorded part of the
absorption band-channel signals close or slightly be-
yond the full scale of the instrument. The latter cases
were labeled “upper limit” (UL) by Valenziano et al.
(1998). The occurrence of the UL cases implied that the
corresponding sun-photometric ratios R2 measured at
Dome C were underestimated by a few percents. Nev-
ertheless, the standard error of estimate was found to
be equal to �3% for the overall set of Dome C mea-
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surements, showing that the dispersion of such field
data was really rather limited.

7. Determination of the precipitable water time
patterns

The above values of � were found to vary apprecia-
bly from one dataset to another, for both sun photom-
eters, because of the different interference filter aging.
The variations in � determined in Fig. 7 are appreciably
larger than those found for the intercept constant A in
Table 1. They are presumably due to the filter degra-
dation occurring over the 3-yr observation period,
which was characterized by very harsh environment
conditions in Antarctica. Using the calibration curves
labeled OASI-A*, OASI-B*, OASI-C*, HN*, and
Dome C* in Fig. 7, the various field datasets of ratios
R1 or R2 were analyzed to determine the time patterns
of W during the various campaigns. They are compared
in Fig. 8 with those derived from the analysis of the
same measurements of R1 or R2 applied to the square
root calibration curves used by Valenziano et al. (1998).
The figure shows that the use of the present refined
calibration curves yields in general values of W, which
are (i) lower than the square root ones for the very dry
air conditions of the atmosphere at the high-altitude
sites and (ii) higher than the square root ones for the
relatively more humid air conditions observed at the
sea level sites.

The differences between the present values of W and
those given by the square root calibration curves can be
better appreciated in Fig. 9, in which the present mea-
surements of W, relative to the five datasets OASI-A,
OASI-B, OASI-C, HN, and Dome C, are plotted versus
those derived from the same measurements using the
square root calibration curves of Valenziano et al.
(1998). The comparison relative to the high-altitude
HN and Dome C datasets shows that the present values
of W, compared with the square root ones, are (i) lower
by 10%–40% for W 	 0.05 cm, which contains 19% of
the total dataset, (ii) comparable within �5%, in the
0.05 � W � 0.09-cm range, containing 67% of data, and
(iii) higher by 5%–10% for W � 0.09 cm, including the
residual 14% of data. The regression lines of the
datasets OASI-A, OASI-B, and OASI-C, determined
over the upper range of W from 0.1 to 0.6 cm, were all
found to have negative intercept constants and slope
coefficients ranging between 1.16 and 1.42, with regres-
sion coefficients higher than �0.99 in all the three
cases, as shown in Table 2. The present OASI values of
W turn out to be comparable with the square root ones
(mainly within �10%) for W 	 0.3 cm, and gradually
higher by 5%–15% for values of W increasing from 0.3
to 0.6 cm.

In addition, the present estimates of W obtained for
the three OASI and HN datasets are compared in Fig.
10 with those derived from the simultaneous measure-
ments performed with the Volz sun photometer num-
ber 625 and analyzed with its square root calibration
curve. The results are given in Fig. 10 with their errors,
represented by vertical and horizontal bars and found
to vary mainly between �4% and �10%. These data
appear to be more dispersed than those in Fig. 9, as
confirmed by the lower values of the regression coeffi-
cients determined in Table 2 for the three OASI
datasets, evaluated to vary between �0.83 and �0.94
against those determined in the test of Fig. 9, all ex-
ceeding �0.99. Obtained at the OASI coastal site, such
results could be due to the worse performances of the
Volz sun photometer compared to the sun photometers
number 1 and number 2. Conversely, very close values
of the regression coefficient were found at the HN site
in both tests, suggesting that the Volz sun photometer
and sun photometers number 1 and number 2 had simi-

FIG. 8. (a) Time patterns of precipitable water W determined by
analyzing the sets of sun-photometric ratios R1 and R2 measured
during the OASI-A, OASI-B, and OASI-C campaigns using (i)
the present calibration curves (solid symbols) and (ii) the square
root calibration curves of Valenziano et al. (1998) (open symbols).
(bottom) As in (a), for the sets of sun-photometric ratios R1 and
R2 measured during the (b) HN and (c) Dome C campaigns. The
vertical bars give the measurement errors.

FEBRUARY 2008 T O M A S I E T A L . 225



lar performances at the high-altitude HN site, being
unable to provide measurements of the atmospheric
water vapor absorption with the same precision as at
the coastal sites.

8. Conclusions

The present results demonstrate that multichannel
sun photometers, manufactured with narrowband inter-
ference filters with HBW 	 0.01 �m, can be employed
at both coastal and Antarctic Plateau sites, using cali-
bration curves of the sun-photometric ratios character-
ized by relatively low values of the standard error of
estimate �y,x, provided that polynomial calibration
curves are used, like those defined in the present study.
For the present calibration curves, the values of �y,x

were found to be within �4% at the coastal sites and
within �7% at the high-altitude sites, these refined cali-
bration curves taking into account the variability of the
absorption intensity as a function of the water vapor
amount along the sun path, at various altitudes. As
shown in Fig. 10, the results provide better estimates of
W than those determined by Valenziano et al. (1998)
using a procedure based on the Volz (1974) square root
absorption law. In fact, the results achieved here are
based on simulations of the sun photometer output
voltages made by (i) evaluating the transmittance fea-
tures of the atmosphere, using models representing the
particularly dry air conditions of the Antarctic atmo-
sphere; (ii) considering realistically the spectral charac-
teristics of extraterrestrial solar irradiance, and instru-
mental responsivity, and the gain factors of the ampli-
fication devices; and (iii) normalizing the ratios of the
simulated signals to the field measurements of the sun-
photometric ratio, in such a way as to account for the

TABLE 2. Values of intercept wo, slope coefficient �w, and re-
gression coefficient r of the regression lines obtained through the
comparison tests shown in Figs. 9 and 10. The tests of Fig. 9 were
made by comparing (i) the values of precipitable water W ob-
tained from the sets OASI-A, OASI-B, OASI-C, HN, and Dome
C of measurements taken with sun photometers number 1 and
number 2, using the present calibration curves and (ii) those ob-
tained from the same measurements, using the square root cali-
bration curves determined by Valenziano et al. (1998). The com-
parison test shown in Fig. 10 was made for (i) the values of W
obtained from the sets OASI-A, OASI-B, OASI-C, and HN of
measurements given by sun photometers number 1 and number 2,
using the present calibration curves, and (ii) those obtained from
the Volz sun photometer number 625 measurements, using its
square root calibration curve.

Dataset
Intercept
wo (cm)

Slope
coefficient �w

Regression
coefficient r

Test in Fig. 9
OASI-A �0.027 1.170 �0.997
OASI-B �0.038 1.163 �0.992
OASI-C �0.142 1.421 �0.998
HN �0.021 1.321 �0.994
Dome C �0.011 1.165 �0.963

Comparison in Fig. 10
OASI-A 0.018 0.838 �0.939
OASI-B 0.078 0.684 �0.833
OASI-C 0.019 0.896 �0.894
HN �0.021 1.343 �0.995

FIG. 9. (left) Comparison test made by plotting the present measurements of precipitable
water W obtained from the sets of sun-photometric ratios measured during the HN and Dome
C field campaigns (using the HN* and Dome C* calibration curves, respectively) vs the values
of W obtained from the same sets using the square root calibration curves determined by
Valenziano et al. (1998). (right) As in (left), for the measurements of W obtained from the sets
of sun-photometric ratios measured during the three OASI field campaigns. In both (right)
and (left), the vertical and horizontal bars give the measurement errors, varying mainly
between �4% and �10%. The regression lines are drawn for comparison with the bisecting
(dashed) line. The values of intercept constant wo and slope coefficient �w of the five regres-
sion lines are given in Table 2, together with their regression coefficients.
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changes in the transmission characteristics of the interfer-
ence filters that occur during the field campaigns, for the
extremely harsh conditions of the Antarctic atmosphere.
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APPENDIX

The Precipitable Water Interpolation in Time
Procedure

The precipitable water interpolation in time (PWIT)
procedure was adopted in order to determine more pre-

cise values of W at the measurement times than those
given by the local Vaisala RS80-A radiosoundings. It
utilizes the radiosonde measurements performed rou-
tinely at the TNB station twice every day, at 0000 and
1200 UTC, and takes into account the daily time pat-
terns of absolute humidity qo at the surface, derived
from the surface data recorded routinely at the Eneide
meteorological station, not far from the OASI site.

The PWIT procedure consists of the following steps:

1) The vertical profiles of air temperature T(z) and
relative humidity f(z) were defined by analyzing the
radiosounding measurements performed at the TNB
station, during the measurement periods relative to
the three OASI datasets. These data were analyzed
following the correction procedure developed by
Tomasi et al. (2006) for sets of radiosounding mea-
surements taken at Dome C, in which (i) the Wang
et al. (2002) algorithms were used to correct various
dry bias errors, (ii) the solar heating dry bias effects
were evaluated according to Turner et al. (2003) and
Miloshevich et al. (2006), and (iii) further smoothing
and lag error correction procedures were applied
(Miloshevich et al. 2004).

2) The vertical profiles of absolute humidity q(z) were
then calculated at numerous fixed tropospheric lev-
els from those of T(z) and f(z) defined above, in
terms of the well-known equation of state for water
vapor.

3) The above vertical profiles were completed up to
the 30-km height with the average profiles defined
by models OASI-A, OASI-B, and OASI-C.

4) Precipitable water W was calculated for each radio-
sounding, by integrating the vertical profile of q(z)
from the surface up to 30 km.

5) The daily time patterns of surface absolute humidity
qo measured at the Eneide station were determined
by calculating this quantity in terms of the well-
known equation of state for water vapor, using the
values of temperature To and relative humidity fo

measured at the Eneide station.
6) The surface values of absolute humidity qIo were

then calculated at all the sun photometer measure-
ment times by linear interpolation in time between
the Eneide values of qo determined at the previous
point.

7) The value of scale height Hs was determined for
each radiosounding by simply dividing the corre-
sponding value of W found at step 4 by the simul-
taneous value of qo, as calculated at step 5, since the
radiosounding station is close to the Eneide station
and at a very close altitude.

8) The time patterns of Hs were defined as ratios W/qo,

FIG. 10. Plot of the present measurements of precipitable water
W obtained from sets OASI-A, OASI-B, OASI-C, and HN of
sun-photometric ratios (using the calibration curves OASI-A*,
OASI-B*, OASI-C*, and HN*) vs the values of W obtained from
the simultaneous measurements of sun-photometric ratio taken
with the Volz sun photometer number 625, and examined in terms
of its square root calibration curve. The vertical and horizontal
bars give the measurement errors, varying mainly between �4%
and �10%, respectively. The regression lines were drawn to give
a measure of the dispersion of data, as found for the values of
intercept constant wo and slope coefficient �w given in Table 2,
together with their regression coefficients.
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with W measured at step 4 and qo at step 5, from
which the values of Hs were then derived through
linear interpolation in time at the sun photometer
measurement times.

9) The daily time patterns of W were finally defined by
multiplying each value of Hs obtained at step 8 by
the corresponding value of qIo calculated at step 6
through linear interpolation in time between the val-
ues of qo.

An example of the results found using the PWIT
procedure, relative to the OASI-B dataset, is shown in
Fig. A1. The two upper parts of the graph present the
time patterns of To and fo at the Eneide station, from
which the time patterns of qo were calculated, as shown
in the third part of Fig. A1, where the values of qIo were
obtained by linear interpolation in time. The fourth
part of Fig. A1 shows the time patterns of scale height
Hs � W/qo, where W was calculated through the inte-
gration procedure at step 4. The lowest part of Fig. A1
shows the comparison between the time patterns of W
derived from the radiosoundings and those of the same
quantity determined at all the sun photometer mea-
surement times as products of the linearly interpolated
values of Hs and qIo, with relative errors ranging be-
tween 2% and 4%.
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