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Abstract: We consider the system Sun–Jupiter–Ceres as an example of a planar, circu-
lar, restricted three-body problem and, after substituting the mass ratio of Jupiter/Sun
(which is approximately 10−3) with a parameterε, we prove the existence of stable quasi-
periodic motions with frequencies close to the observed (average) frequencies reported
in “The Astronomical Almanac” for|ε| ≤ 10−6. The proof is “computer-assisted”.
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1. Introduction and Theorem 1.1

1) Since human kind developed a definite mathematical taste (whatever this means) the
“stability” of planetary motions might be considered as one of the central questions in
mathematics. Nowadays consciousness about new phenomena (pollution, just to name
one) has drawn the attention of scientists and non-scientists to other types of stabilities (in
other words, extinction of living species will depend more and more upon the chaotic
effects of pollution rather than on “the sky falling on our heads”). Nevertheless the
stability problem for many-body systems interacting only through gravitation still stems
out as one of the more intriguing and rich problems in mathematics. In modern times
outstanding contributions came, above all, from H. Poincaré [13], V. I. Arnold [2] and
J. Moser [12]. In particular the so-called KAM (Kolmogorov, Arnold, Moser) theory
(see [1] and references therein) gave a “positive” answer to the above stability problem
in the sense that it proved ([2]) the possibility of the existence of many-body systems
(“planetary systems”) whose time evolution may be described by a linear flow on a torus
(“quasi-periodic motion,” here, synonymous of “stable motion”). The drawback of this
beautiful result is that, taking the estimates contained in it seriously, it turns out that the
mass ratio of the planets of such a hypothetical planetary system with their star should
be more or less comparable to the mass ratio of a proton with the Sun.1

One then may pose the question of stability ofrealistic many-body systems.
Of course, to give a mathematical content to the word “realistic” is clearly impossi-

ble and the best we could do was to get inspiration from our own planetary system. The
“simplest non-trivial” three-body problem is the so-calledplanar, circular, restricted
three-body problem(see Sect. 2 for definitions): we considered one of the most popular
three-body problems of the Solar system, namely Sun, Jupiter and Ceres (one of the
major bodies of the so-called asteroid belt). Following Delaunay [6], we then derived a
Hamiltonian model. Clearly, in deriving a model one simplifies Nature2 quite a bit. We
then took our model seriously (from the mathematical point of view) and replacing the
Jupiter/Sun mass ratio, which is approximately 10−3, with a “perturbative parameter”
ε, we asked for how large values ofε one could find quasi-periodic motions with “fre-
quencies” close to the observed frequencies of the Sun–Jupiter–Ceres system (which
may be found in the ephemeris [16]).

For such a model we proved stability for|ε| ≤ 10−6, being therefore away from
“reality” by three orders of magnitude. We leave it to the reader to judge if this is realistic
or not. We believe, however, that with some more efforts one should indeed be able to
prove stability up toε = 10−3 and we regard our result as a first step towards a proof of
the mathematical stability of realistic many-body problems.

Our result relies basically on two techniques: (i) a (new) KAM scheme presented in
Sect. 4 (for the experts: a KAM result in Hamiltonian setting in the style of Moser, Sala-
mon and Zehnder [15] with emphasis on analytical dependence upon parameters); (ii)
computer-assisted (rigorous) estimates, which are needed in order to apply “effectively”
the KAM scheme to our three-body problem.

It is well known that computers may be used to prove theorems (see, e.g., [7, 11, 10]
or think of the famous “four-colour theorem”). We were not really enthusiastic to rely

1 Mass of proton/mass of Sun= 1.6724· 10−21/8.4078· 1030 ' 1.9891· 10−52; compare [8]. For some
recent applications of Arnold’s result to three-body problems see [14].

2 For example, to consider Sun–Jupiter–Ceres as a planar,circular, restricted three-body problem means,
in particular, that one is assuming the Jupiter orbit circular: this is a rather crude approximation and more
“realistic” models would include the Jupiter eccentricity, the Saturn “secular” effects on Jupiter, etc. See Sect.
3 for a (partial) justification of our model.
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on machines to prove our result but couldn’t get away without it. In fact we are pretty
sure that with more refined techniques and/or with new ideas one might get better results
without the (essentially trivial but) lengthy computations which are the only reason to
call in machines.

2) We give now a preciseformulation of the main result . Let (̀ , g) ∈ T2 ≡
R2/(2πZ2); let3

L0 ≡ 0.729305, G0 ≡ 0.727162, r0 ≡ 0.001, (1.1)

and let

B ≡ {(L,G) ∈ C2 : |L− L0| ≤ r0 , |G−G0| ≤ r0}, B0 ≡ B ∩ R2 . (1.2)

OnT2 ×B0, endowed with the standard symplectic formd` ∧ dL + dg ∧ dG, consider
the one-parameter family of Hamiltonian functions given by

H(`, g, L,G; ε) ≡ (
1

2L2
−G)2 + 2ε (

1
2L2

−G) R(`, g, L,G)

≡ h(L,G) + ε f (`, g, L,G) , (1.3)

with the “perturbing function”R defined as

R(`, g, L,G) ≡
∑
n∈Z2

0≤|n1|+|n2|≤10

Rn(L,G) cos(n1` + n2g), (1.4)

whereRn ≡ Rn1n2 vanishes unless it belongs to the following list:

R00 ≡ L4

4
(1 +

9
16
L4 +

3
2
e2) , R10 ≡ −L

4e

2
(1 +

9
8
L4) , (1.5)

R11 ≡ 3
8
L6(1 +

5
8
L4) , R12 ≡ −L

4e

4
(9 + 5L4) , (1.6)

R22 ≡ L4

4
(3 +

5
4
L4) , R32 ≡ 3

4
L4e ,

R33 ≡ 5
8
L6(1 +

7
16
L4) , R44 ≡ 35

64
L8 ,

R55 ≡ 63
128

L10 , (1.7)

and the “eccentricity”e, which is a function of the “action variables” (L,G), is defined
as4

e ≡ e(L,G) ≡
√

1 − G2

L2
.

Let α be the golden mean (α ≡
√

5−1
2 ) and let

�− ≡ 5
2

+
1

13 +α
= 2.573432... , �+ ≡ 5

2
+

1
12 +α

= 2.579251... .

3 All the following numbers, quantities and functions will be physically motivated in Sects. 2 and 3.
4 In this paper the letterewill always refer to “eccentricities” and never to the Neper number; the exponential

function will be denoted exp(x).
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The “observed average frequency” of Ceres is approximately−�c ≡ −2.577107 (see
Sect. 3 below) so that�− < �c < �+. Let

L± ≡ �
−1/3
± , G± ≡ L±

√
1 − e2

0 ,

wheree0 = 0.0766 is the “observed” eccentricity of Ceres as found in [16]. Finally, we
define theh-frequencies

ω(±) ≡ (E±�±, E±) , E± ≡ −2(
1

2L2±
−G±) . (1.8)

For later use we point out thatω(±) is a “Diophantine vector” satisfying

|ω(±) · n| ≥ (γ±|n|)−1 , ∀ n ∈ Z2\{0} , (1.9)

with γ± given by5

γ± = 2|E±|(
√

5 + 24± 1) . (1.10)

The result discussed in 1) above can now be formulated as follows.

Theorem 1.1. LetH be as in(1.3)–(1.5); let B0 be as in(1.1), (1.2); let ω(±) be as in
(1.8). Then, for all0 ≤ |ε| ≤ 10−6 there exist (unique) two-dimensional analytic tori
Sε(ω(±)) ⊂ B0 × T2, depending analytically also on the parameterε (for |ε| ≤ 10−6),
on which theH-flow is (analytically) conjugated to the linear flowθ ∈ T2 → θ−ω(±)t.

Remark 1.1.In Sect. 3 we give a physical motivation for having chosen as a perturbating
function a trigonometric polynomial. We believe, however, that considering perturba-
tions with an infinite number of non-vanishing Fourier coefficients would lead to essen-
tially the same results making only technically more involved (and more expensive) the
proof.

3) (On the proof) The proof of Theorem 1.1 is given in Sect. 5 and, as already
mentioned, is a “computer assisted” application of the KAM scheme6 of Sect. 4.

As it is well known KAM schemes are “Newton algorithms”: they are procedures to
iteratively construct solutions for certain nonlinear equations (with “loss of regularity”),
starting from some initial “approximate solution,” with a quadratic rate of convergence.
Our initial approximate solution is a suitable truncation(actually a “fifth order trun-
cation”) of the so-called “Lindstedt series”(see [1] for generalities), i.e., of the formal
ε-power series solution for the invariant torus equation associated to the looked for quasi-
periodic solution. To this initial datum we apply the “KAM algorithm” presented in Sect.
4. The “KAM algorithm” is based on an algebraic scheme which, starting from a given
“approximate solution,” produces a new function solving the invariant torus equation
up to an error which is “quadratically smaller” than the one produced by the starting
approximate solution (Sect. 4.1). This algebraic scheme (which, as already mentioned,
is new) is equipped with a set of “accurate” estimates (Sect. 4.3). The algebraic scheme
plus the set of estimates is what we call “the KAM algorithm.” We then work out a cri-
terion (the KAM Theorem of Sect. 4.4) which guarantees the applicability of the KAM

5 In general, numbers of the forma = p
q

± 1
k+α

with p, q, k non negative integers,q > 0 andk ≥ 2,

satisfy|an +m| ≥ (γ|n|)−1 for anyn,m ∈ Z, n 6= 0 with γ = q2(k + α) (see, e.g., [3]).
6 See [4] and [5] for general information, references and a different “KAM computer-assisted algorithm”.
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algorithm an infinite number of times yielding a solution of the invariant torus equa-
tion. Such criterion is obtained simplifying the estimates and getting a unique stronger
condition (the “KAM condition”) ensuring the indefinite applicability of the scheme.

As we already pointed out in previous papers (see [5] and references therein), in
concrete applications, it is convenient to iterate a few times the KAM algorithmbefore
trying to apply the KAM theorem.

Both the computation of the initial approximate solution and the application of the
KAM algorithm are computer-assisted.

We remark that it is quite different to explicitly compute theinitial approximate
solution from the “computation” of the new approximate solutions based on the KAM
algorithm: the calculation of the truncated Lindstedt series is completely explicit (we
compute numbers!) while the construction of the sequence of quadratically better and
better approximate solutions is onlyimplicitly describedby the KAM algorithm and
what we actually compute are bounds on norms relative to such approximate solutions.

4) (On the use of computers)Our proof is “computer-assisted” in the sense that
certain formulae (derived below) have been implemented on a computer (a VAX) keeping
rigorous control, by means of the so-called “interval arithmetic” (see below), of the
numerical errors introduced by the machine. We report in Sects. 5.2 and 5.3 all the
computer-aided calculations needed to prove Theorem 1.1. Instead we do not include
the computer program which anybody can write by her/himself.7 We are obviously
aware of the (phylosofical?) problem of proceeding in such a way: It is clear that writing
a program in a slightly different way or using different machines might (better: will)
produce slightly different outputs, which in our case areintervals of rational numbers
(see below). However we regard the computer-implementation,once it is clearly settled
the type of rigorous method used to control the propagation of numerical errors(here
“interval arithmetic”) as a detail at the same level, say, of the details needed to work out
explicitly the estimates of the KAM algorithm of Sects. 4.3 and 4.4. Of course, we shall
be happy to send to interested readers the computer programs contained in this paper.

Let us now briefly discussinterval arithmeticwhich is the technical tool we used to
control the numerical errors introduced by the machines. Real numbers are represented
by computers as sign-exponent-fraction quantities, with the length of the exponent and of
the fraction depending on the machine. Any result among elementary operations (sum,
subtraction, multiplication and division) is rounded by the computer up to a certain
decimal digit. To rigorously implement on a computer a certain sequence of formulae,
one first reduces such formulae to a sequence of elementary operations.8 The idea of
the “interval arithmetic” is then to construct an interval (exactly representable on the
computer) containing theexact result of an elementary operation and to replace (in
the obvious way) algebra on numbers with algebra on intervals. In our FORTRAN 77
programs we define quadruple precision (H-floating) variables, which are allowed to
vary in a range between 0.84 · 10−4392 and 0.59 · 104392. The binary structure of a
quadruple precision datum is composed by 128 bits, with 1 sign bit, 15 bits for the
exponent and the remaining bits for the fraction. Two extra hiddenguardbits are used
to guarantee the result of an elementary operation “up to 1/2 of the last significant bit”
([17]). The interval containing the result of an elementary operation is therefore obtained
increasing or decreasing by one bit the last bit of the mantissa, eventually taking care of

7 The (11189–line) computer program is “just” a translation in computer language (FORTRAN 77) of
the formulae of Sects. 5.1 and 4.3 after the standard arithmetic (basic operations) is replaced by “interval
arithmetic” (the “arithmetic routines” may be found, e.g., at pages 153–158 of [4]).

8 Elementary functions (such as roots, exponentials, trigonometric functions, etc.), will be approximated
by a finite sequence of elementary operations using Taylor polynomials keeping track of errors; see [5]§8.3.
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the propagation of the carry. For further information and for the necessary routines we
refer to [4 and 5].

We finally mention that in the Appendix we report a few computer-assisted data with
the following doublefold aim. From one side the reader reproducing our estimates might
check her/his results with ours; from the other side the reader who is not going to waste
time performing the computations will have an idea of the type of outputs one needs in
this paper.

2. Restricted, Circular, Planar Three-Body Problem

Here we recall the Hamiltonian formulation of the “restricted, circular, planar three-body
problem” (for general information see [6 or 1]).

Consider first a Keplerian two-body problem made up of two material points (“bod-
ies”) P1 andP2 with massesm1 andm2 and letP2 revolve on a circular orbit around
P1. Consider now a third bodyA moving on the orbital plane ofP1 andP2 and subject
to the gravitational attraction ofP1 andP2. Let the massmA of A be much smaller
thanm1, m2 and assume that the motion ofP1 andP2 is not affected byA. The study
of the dynamics associated to such a model is known in the literature asthe circular,
planar, restricted three-body problem. In particular, we shall be interested in phase space
regions for which the resulting motion ofA is a nearly circular orbit “around”P1.

A convenient Hamiltonian formulation of such a three-body problem is based upon
the classical “planar Delaunay variables” [6]. LetT ≡ R/(2πZ) and consider the phase
space9

P = {(λ, γ, ψ) ∈ T3} × {(3,0, E) ∈ R3 : 3 6= 0, |0| < |3|}
endowed with the standard symplectic formdλ ∧ d3 + dγ ∧ d0 + dψ ∧ dE. Then, the
dynamics associated with the circular, planar restricted three-body problem is given by
the Hamiltonian flow generated by the Hamiltonian10

H0(λ, γ, ψ,3,0, E) ≡ 1

232 + E + ε R0(λ, γ − ψ,3,0) , (2.1)

whereε ≡ m2/m1 and the “perturbation function”R0 is given as follows. Letν ∈ T
(the “eccentric anomaly”) be implicitly defined for|e| < 1 (e ∈ R) by the relation
(“Kepler’s equation”)

λ = ν − e sinν ;

letϕ ∈ T (the “true anomaly”) be implicitly defined (again for|e| < 1) by the relation

tg
ϕ− γ

2
=

( 1 + e
1 − e

)1/2
tg
ν

2
,

and define the “orbital radius”r as

r ≡ a(1 − e2)
1 + e cos(ϕ− γ)

, where a ≡ 32 .

The functionR0 in (2.1) is then given by

9 The Delaunay coordinatesλ, γ, ψ are often called, respectively, the “mean anomaly,” the “argument of
the perihelion” and the “longitude” (of the “planet”P2).

10 We have chosen the units of measure in such a way thatm1 +mA = 1 and that the period ofP2 is 2π.
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R0(λ, γ − ψ,3,0) ≡ −
(
r cos(ϕ− ψ) − 1√

1 + r2 − 2r cos(ϕ− ψ)

)
,

wheree is defined as

e ≡

√
1 − 02

32 .

We recall that a convenient representation ofR0 is obtained by means of Legendre
polynomials11: if r < 1 (which will be the case for our specific model) one finds

R0 = 1 +
∞∑
j=2

rjPj(cos(ϕ− ψ)) .

A trivial reduction shows that the dynamics generated by (2.1) may be described by a
two–degree–of–freedom Hamiltonian: under the canonical (or “symplectic”) transfor-
mation

(`, g, τ ) ≡ (λ, γ − ψ,ψ) , (L,G, T ) ≡ (3,0,0 +E) ,

H0 takes the form

H1(`, g, L,G) =
1

2L2
− G + ε R0(`, g, L,G) , (2.2)

having omitted the dummy variableT ; the phase space is nowT2 × {(L,G) ∈ R2 :
L 6= 0, |G| < |L|}.

3. A Model from the Solar System

Let us now focus on the case in whichP1 is the Sun,P2 is Jupiter andA is Ceres (one of the
largest bodies in the asteroid belt). Notice (again) that regarding Sun–Jupiter–Ceres as a
planar, circular, restricted three-body problem contains a lot of physical approximations,
which we shall not discuss here. But even accepting these basic approximations, the
reader will have certainly noticed that the Hamiltonian in (1.3) is different from the
Hamiltonian in (2.2): besides the factor (1

2L2 − G) (and 2ε in place ofε), the main
difference is thatR is a trigonometric polynomial of degree 10 whileR0 contains infinite
non vanishing Fourier harmonics. The “selection rule” which led us to the choice of the
“physically relevant” Fourier modes is based on the following trivial observation. Among
other things, the gravitational effects on Ceres of asteroids and planets and most notably
the attraction exerted by Saturn (which, after Jupiter, is the largest planet in the Solar
system12) have been neglected.Therefore, after having defined a (rough) measure,GSa,
of the Ceres–Saturn attraction, we disregard in the Fourier expansion ofR0 the terms
exceedingGSa in absolute value.

In order to defineGSa we first look up a few astronomical data in the ephemeris (see
The Astronomical Almanac [16]). In particular we want to define the “reference values”
of L0 andG0 for the Sun–Jupiter–Ceres system. Observations of the true motion of
Ceres, as found in [16], indicate that Ceres moves on a nearly elliptical orbit of “average
eccentricity”

11 P0(x) = 1;P1(x) = x; Pk+1(x) =
(2k+1)Pk(x)x−kPk−1(x)

k+1 , (for k ≥ 1).
12 Even though the orbit of Ceres is closer to the orbit of Mars than to the orbit of Saturn, the difference in

mass makes the gravitational attraction of Saturn the largest one after that of Jupiter.
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e0 ≡ 0.0766 (3.1)

and whose average semimajor axis is approximately 0.532. Hence, the corresponding
“average frequency” of Ceres, computed by Kepler’s third law, yields a value of

−�c ≡ −2.577107.

Since−�c ' ∂LH1|ε=0 = −L−3 we take as “referenceL-value” the quantity

L0 ≡ 0.729305' �
1
3
c

and, sinceG0 = L0

√
1 − e2

0, we take, as “referenceG-value” the quantity

G0 ≡ 0.727162.

Such reference values have been taken as center of theanalyticity domain for the “action
variables”; see (1.1) and (1.2). Notice that with our choice of the analyticity radiusr0
one finds that the functione(L,G) satisfies

0.019799< |e(L,G)| < 0.106364, ∀ (L,G) ∈ B .

Let us turn now to the definition ofGSa. In general, for planets whose orbits have a larger
semimajor axis than that of Ceres, the “secular term” ofH1 is given by13 ε (≡ mass of
the planet/mass of the Sun) times the termR00 ≡ R00(L; e) in (1.5). Keeping in mind
that, in the integrable limit,L is the ratio of the semimajor axis of Ceres with that of
the planet we define (for planets whose orbits have a larger semimajor axis than that of
Ceres)

GP ≡ ε(P ) ×R00(L(P ); e0), (3.2)

wheree0 is the observed “average eccentricity” of Ceres (3.1),ε(P ) is the mass ratio of
the planetP and of the Sun andL(P ) is the ratio of the semimajor axis of Ceres with
that of the planetP . Looking up the “true” values in [16] one finds

GSa ≡ GSaturn= 6.3778· 10−6 .

For comparison purposes we report also the value for Jupiter, which is

GJupiter = 7.8850· 10−5 .

Neglecting in the expansion ofεR0 those terms whose size is smaller than14 GSa, one is
led to consider a “three-body problem” governed by the Hamiltonian

H2(`, g, L,G; ε) ≡ 1
2L2

− G + ε R(`, g, L,G) (3.3)

with R given in (1.4) and (1.5) of Sect. 1.
The final modification ofH2 which gives the Hamiltonian in (1.3), (1.4) is due to

merely technical reasons.
As mentioned above, our results are based on computer-assisted KAM theory, and

one of the standard hypotheses of KAM theorems is that the unperturbed Hamiltonian

13 The “secular term” ofH1 is the average over the angular variables` andγ of the “perturbation”εR0;
the computation is immediately checked using, e.g., the above mentioned expansion in terms of Legendre
Polynomials.

14 More precisely we omit all the terms such thatε|Rn(L0, G0)| < GSa.
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(ε = 0) is non-degenerate,i.e.has an invertible Hessian matrix on its domain of analyt-
icity. In the case of (3.3), the unperturbed Hamiltonian is given by

h0(L,G) =
1

2L2
− G ,

whose Hessian matrix isnotinvertible. There are a few well known methods to overcome
this minor problem15 and it turns out that for our purposes the most convenient one is
to follow Poincaŕe’s trick [13], which consists in replacing the HamiltonianH2 by its
square.16 Therefore we letH3 ≡ (H2)2:

H3(`, g, L,G; ε) = (
1

2L2
−G)2 + 2ε (

1
2L2

−G) R(`, g, L,G)

+ ε2 [R(`, g, L,G)]2 . (3.4)

The Hessian of the unperturbed Hamiltonian (H3|ε=0) is equal to

A ≡ A(L,G) ≡
( 5

L6 − 6G
L4

2
L3

2
L3 2

)
, (3.5)

and, if (L,G) ∈ B, one has

| detA| =
∣∣∣ 12
L4

(
1

2L2
−G)

∣∣∣
≥ 12

(L0 + r0)4

( 1
2(L0 + r0)2

− (G0 + r0)
)

≥ 8.830153.

To be consistent with the criterion that led us to the Hamiltonian (3.3), we have to omit
the term of orderε2 in (3.4) and this leads us to the Hamiltonian (1.3) introduced in
Sects.(1, 2).

4. A KAM Theorem

Here we prove a KAM result, in the style of [5], which will be the basis of the proof of
Theorem 1.1.

First we provide a “KAM algorithm” (in the Hamiltonian context), which yields a
sequence of quadratically better and better approximations to the conjugacy function
of a maximal invariant (Diophantine) torus, and then we formulate a criterion ensuring
the applicability of the algorithm an infinite number of times and hence the existence
of an invariant torus. Technically, the algorithm, which does not use symplectic trans-
formations (used, instead, in the original works of the masters), may be viewed as a
Hamiltonian version of the Lagrangian approach developed in the eighties by Moser,
Salamon and Zehnder (see [5] and references therein).

4.1. Algebraic Scheme.Let us consider a smooth (later real-analytic) Hamiltonian
h(x, y), wherex varies on the standardN -torusTN ≡ RN/(2πZN ) andy varies in

15 For example, one can replace the non-degeneracy hypothesis with a “iso-energetic non-degeneracy” (see,
e.g., [1]), which is satisfied byh0.

16 Note that the dynamics generated by a Hamiltonian functionh = h(q, p) and byh2 coincide up to a time
scale: ifz(t) = (q(t), p(t)) is anh-motion thenz(2Et), withE = h(z(0)) is the correspondingh2-motion.
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some open ballBN ⊂ RN ; (x, y) are standard symplectic coordinates.17 The problem
is to construct an invariantN -torusS on which the flow is conjugated to the linear
flow θ ∈ TN → θ + ωt for some “rationally independent” vector18 ω ∈ RN . TheS-
embedding functionθ ∈ TN → (θ + u(θ), v(θ)) ∈ TN × BN is immediately seen to
satisfy the following quasi-linear, degenerate PDE onTN :

ω +Du− hy(θ + u, v) = 0 ,

Dv + hx(θ + u, v) = 0 , (4.1)

whereD denotes the derivatives in theω direction:

D ≡ ω · ∂θ ≡
N∑
i=1

ωi
∂

∂θi
, (4.2)

andhx, hy denote the gradient ofh with respect tox, y.
As usual, we assume thatω is a Diophantine vector, i.e. there existγ > 0 and a

positive integerτ such that

|ω · n| ≡
∣∣∣ N∑

i=1

ωini

∣∣∣ ≥ (γ|n|τ )−1 , ∀ n ∈ ZN\{0} . (4.3)

The starting point of a KAM algorithm is anapproximatesolution (u, v), which solves
(4.1) up to some “error.” In order to formulate a precise result we need some notations
and some assumptions.

Given a functionu : TN → RN we denote byuθ or by∂θu its Jacobian matrix

(uθ)ij ≡ ∂ui

∂θj
;

hxy denotes the matrix with entries(
hxy

)
ij

≡ ∂2h

∂xi∂yj
;

thushyx is the transpose ofhxy, i.e.hyx = hT
xy; if A is a square matrix, we denote by

A# the antisymmetric part ofA times two:

A# ≡ A−AT ;

finally, if θ ∈ TN → f (θ) ∈ Rs (s ≥ 1) is a smooth function with vanishing mean
value,i.e.

〈f〉 ≡ 1
(2π)N

∫
TN

f (θ) dθ = 0 ,

(and ifD is as in (4.2), (4.3)), we denote byD−1f the unique solution with vanishing
mean value of the equationDg = f ; such a solution in Fourier expansion has the form

D−1f =
∑

n∈ZN \{0}

fn

iω · n exp(in · θ) ,

wherefn denote Fourier coefficients andi =
√

−1.

17 That is, the symplectic structure is given by the standard 2-form
∑N

i=1
dxi ∧ dyi.

18 I.e. if ω · n = 0 for somen ∈ ZN , thenn must be 0.
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Assumption 4.1. Let θ ∈ TN → (u, v) ∈ RN × RN be a smooth function and letM
andh0

yy be the matrices19

M ≡ I + uθ , h0
yy(θ) ≡ hyy

(
θ + u(θ), v(θ)

)
. (4.4)

Denoting20

T ≡ M−1h0
yyM−T , (4.5)

we assume that, for anyθ ∈ TN , the matricesM, h0
yy and〈T 〉 are invertible.

Proposition 4.1. Leth, u, v andω satisfy, respectively, Assumption 4.1 and(4.3) and
definef andg by

ω +Du− hy(θ + u, v) = f ,

Dv + hx(θ + u, v) = g . (4.6)

Then, if we define the vector/matrix-valued functionsb(θ) andB(θ) by

b ≡ vT
θ f − MT g , B ≡

(
MT gθ − vT

θ fθ

)#
,

we have
〈b〉 = 0 , 〈B〉 = 0 . (4.7)

Furthermore, the following equation holds21:

ω +Du′ − hy(θ + u′, v′) = f ′ ,
Dv′ + hx(θ + u′, v′) = g′ , (4.8)

whereu′, v′, f ′, g′ are defined at the end of the following list of definitions22:

b0 ≡ T
(
D−1b + c1

)
− M−1f , c1 ≡ 〈T 〉−1

(
〈M−1f〉 − 〈T D−1b〉

)
,

z ≡ M
(
D−1b0 + c2

)
, c2 ≡ −〈MD−1b0〉 ,

w ≡
(
h0

yy

)−1(
Dz − h0

yxz + f
)
,

q1 ≡ hx(θ + u + z, v +w) − h0
x − h0

xxz − h0
xyw ,

q2 ≡ hy(θ + u + z, v +w) − h0
y − h0

yxz − h0
yyw ,

q3 ≡ fT
θ w − gT

θ z − MT q1 ,

f ′ ≡ −q2 ,

g′ ≡ M−T
(
D

[
(D−1B)M−1z + MT (h0

yy)−1fθM−1z
]

− q3

)
,

u′ ≡ u + z , v′ ≡ v +w .

19 I is the identity matrix. To be precise we should replace, in (4.4),u with p ◦ u, p being the projection of
RN ontoTN ; however we shall omit, here and in other circumstances, such projection.

20 The superscript−T denotes the transpose of the inverse:A−T = (A−1)T .
21 Here and in what follows, the prime attached to a function will never denote derivates but just new

functions.
22 As above ifh = h(x, y), h0(θ) denotes the functionh(θ + u(θ), v(θ)).



424 A. Celletti, L. Chierchia

Remark 4.1.(i) It is immediate to check that if we replacef andg by εf andεg then
z, w = O(ε) andf ′, g′ = O(ε2), i.e. the errors associated tou′ andv′ are quadratically
smaller than the errors associated tou andv. We shall call a couple (u, v) as in (4.6)
anapproximate solutionfor (4.1) and the relative couple (f, g) theerror function.
(ii) Note that the constantsc1 andc2 are defined so that the functionsb0 andz have
vanishing mean value.

Proof. To check the first of (4.7), observe that

∂θh
0 = MTh0

x + vT
θ h

0
y ;

now, multiply the first of (4.6) byvT
θ , the second by−MT , add them together and use

integration by parts to get rid of the terms containingθ-derivatives.
To check the second of (4.7), take theθ-gradient of (4.6) to obtain

DM = h0
yxM + h0

yyvθ + fθ ,

Dvθ = −h0
xxM − h0

xyvθ + gθ . (4.9)

Let

A ≡
(
MT vθ

)#
, (4.10)

and notice (integration by parts) that

〈A〉 = 0 . (4.11)

From (4.9), it follows that the matrixA satisfies the equation

DA = B , (4.12)

from which the second of (4.7) follows at once.
The first of (4.8) follows immediately from the definitions:

ω +Du′ − hy(θ + u′, v′) = ω +Du +Dz − hy(θ + u + z, v +w)

= hy(θ + u, v) − hy(θ + u + z, v +w) +Dz + f

= −q2 − h0
yxz − h0

yyw +Dz + f

= f ′ . (4.13)

The check of the second of (4.8) is more tricky. First observe that last identity in
(4.13) can be rewritten as

Dz = h0
yxz + h0

yyw − f . (4.14)

Next, from the definition ofz, it follows that

D
(
MT (h0

yy)−1
[
MD(M−1z) + f

])
= b . (4.15)

Solving forh0
yy in the first of (4.9) and inserting the obtained expression in the definition

of w, we get

w = (h0
yy)−1

(
Dz −

[
(DM)M−1 − h0

yyvθM−1 − fθM−1
]
z + f

)
= vθM−1z + (h0

yy)−1
(
fθM−1z + MD(M−1f ) + f

)
. (4.16)
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From the definition ofg′, (4.15), (4.16), (4.10)÷(4.12), it follows that

MT g′ + q3 + b = D(MTw− vT
θ z) , i.e. g′ = M−T

(
D(MTw− vT

θ z) − b− q3

)
.

From this identity, recalling the definitions ofb andq3 and using (4.9) to eliminatefθ

andgθ, one obtains

g′ = M−T vT
θ

[
h0

yxz + h0
yyw − f

]
+

[
g + h0

xxz + h0
xyw + q1

]
+Dw − M−T vT

θ Dz ,

which, in view of (4.14), the definition ofq1 and the second of (4.6), yields the second
of (4.8). �

4.2. Analytic Tools. From now on we shall work in thereal-analytic category; in this
section we review some basic technical facts.

We shall consider the Banach space of periodic functionsf real-analytic on the torus
TN , admitting (for some prefixedξ > 0) analytic extension on the closed strip

1ξ ≡ {θ ∈ CN : | Im θi| ≤ ξ , ∀ i = 1, ..., N} ,

equipped with the “Fourier norm”

‖f‖ξ ≡
∑

n∈ZN

|fn| exp(|n|ξ) ; (4.17)

in CN (and its subsetsRN andZN ) we shall use the 1-norm,

|y| ≡ |y|1 ≡
N∑
i=1

|yi| .

If f : TN → Cs is a vector valued, real-analytic function, analytic on1ξ, its norm is
defined as‖f‖ξ ≡

∑
i ‖fi‖ξ, which coincides with (4.17) iffn denotes thes-vector

whose components are given by the Fourier coefficients of the components off . These
definitions are immediately extended to matrix/tensor-valued functions by making use
of the standard “operator norm”:e.g. if A(θ) is a matrix-valued periodic functions with
analytic extension on1ξ, we set

‖A‖ξ ≡ sup
c∈CN :|c|=1

‖Ac‖ξ ;

or, if ∂3
xf is the tensor of order three of the derivatives of a periodic, real-analytic function

f : 1ξ → C, its Fourier norm is given by

‖∂3
xf‖ξ ≡ sup

|b|=|c|=1

N∑
i=1

‖
N∑

j,k=1

∂3f

∂xi∂xj∂xk
bkcj‖ξ .

Finally, we shall also consider functions (possibly vector/matrix/tensor-valued)h =
h(x, y) periodic inx and real-analytic on the closed domain1ξ × B̂r(y0), whereB̂r(y0)
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≡ B̂N
r (y0) denotes the closed complex ball of radiusr aroundy0 ∈ CN . For any such

function, which admits the expansion23 (convergent on1ξ × B̂r(y0))

h(x, y) =
∑

n∈ZN

k∈NN

hn,k exp(in · x) (y − y0)k , (4.18)

we set
‖h‖ξ,r ≡

∑
n∈ZN

k∈NN

|hn,k| exp(|n|ξ) r|k| . (4.19)

The elementary properties of interest in the present context are collected in the following

Lemma 4.1. (i) Let f : TN → R have an analytic extension on1ξ (for someξ > 0)
and letω ∈ RN be a rationally independent vector. Then, for all0 < δ ≤ ξ, for any
p ∈ Z and for anyk ∈ N or anyk ∈ NN one has24

‖D−p∂k
xf‖ξ−δ ≤ ‖f‖ξ σpk(δ),

where, ifk = 0, f is assumed to have vanishing mean value, and

σpk(δ) ≡ sup
{n∈ZN \{0}:fn 6=0}

(
πnk|ω · n|−p exp(−δ|n|)

)
,

πnk ≡
{

|n|k , if k ∈ N ,
|nk| , if k ∈ NN .

(ii) Letf, g : TN → R have an analytic extension to1ξ, then

‖fg‖ξ ≤ ‖f‖ξ‖g‖ξ .

(iii) Let 0 < ξ < ξ̄; let h : TN × {y ∈ Rs : |y − y0| ≤ r} → R have an analytic
extension on1ξ̄ × B̂s

r (y0), f : TN → RN andg : TN → Rs have analytic extension on
1ξ. Assume that‖f‖ξ ≤ ξ̄ − ξ, ‖g− y0‖ξ ≤ r. Then, denotingφ(θ) ≡ (θ + f (θ), g(θ)),
one has

‖h ◦ φ‖ξ ≤ ‖h‖ξ̄,r .

Proof. (i) The claim follows immediately by expandingf in Fourier series.
(ii) In the following sums the indicesn,m run overZN ,

‖fg‖ξ ≡
∑

n

|(fg)n| exp(|n|ξ) =
∑

n

∣∣∣ ∑
m

fmgn−m

∣∣∣ exp(|n|ξ)

≤
∑
n,m

exp|m| exp|n−m||fm| |gn−m|

= ‖f‖ξ‖g‖ξ .

(iii) In the following sums the indicesn,m run overZN , the indexk runs overNs and
j overN. Using (ii), one gets

23 We use the standard notation: (y − y0)k =
∏k

i=1
(yi − y0i)ki .

24 If k ∈ N, ∂k
xf denotes thek-tensor of the derivatives off ; if k ∈ NN , ∂k

xf = ∂|k|f
∂x

k1
1

···∂x
kN
N

.
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|h ◦ φ|ξ =
∑

n

∣∣∣ ∑
m,k,j

hm,k

j!
ij

(
(m · f )j(g − y0)k

)
n−m

∣∣∣ exp(|n|ξ)

≤
∑

n,m,k,j

exp(|m|ξ) |hm,k|
j!

∣∣∣((m · f )j(g − y0)k
)

n−m

∣∣∣ exp(|n−m|ξ)

=
∑

m,k,j

|hm,k|
j!

‖(m · f )j(g − y0)k‖ξ exp(|m|ξ)

≤
∑

m,k,j

|hm,k|
j!

‖m · f‖j
ξ ‖g − y0‖|k|

ξ exp(|m|ξ)

≤
∑

m,k,j

|hm,k|
j!

|m|j (ξ̄ − ξ)j r|k| exp(|m|ξ)

= ‖h‖ξ̄,r . �

Remark 4.2.(i) Note that the result might be empty ifω is “too well approximable by
rationals vectors.” Ifω satisfies (4.3) then one checks easily that

σpk(δ) ≤
{
γpδ−(|k|+pτ )(|k| + pτ )! , if p ≥ 0,
�|p|δ−(|k|+|p|)(|k| + |p|)! , if p < 0 , � ≡ max |ωi| .

(4.20)

(ii) It is easy to check that (i) and (iii) of Lemma 4.1 holds also iff , respectively,h are
vector valued.

4.3. KAM Algorithm. Here we describe the “KAM algorithm” associated to the scheme
of Sect. 4.1,i.e. we equip the algebraic scheme described in Proposition 4.1 with “ac-
curate” and detailed estimates so as to end up with a mapK, which to given bounds on
norms of the relevant objects relative to a certain approximate solution (u, v), associates
corresponding bounds on the new approximation (u′, v′). More precisely, let us start by
making quantitative the hypotheses formulated in Sect. 4.1.

Assumption 4.2. Let0< ξ < ξ̄, r,E,Ep,q (p, q ∈ N) be such that(x, y) → h(x, y) is

real analytic on1ξ̄ ×B
N

r (y0) and

‖(hyy)−1‖ξ̄,r ≤ E , ‖∂p
x∂

q
yh‖ξ̄,r ≤ Ep,q ; (4.21)

assume that the approximate solution(u, v) is real analytic on1ξ and letU , V ,M ,M ,
Ṽ , F ,G, T̃ be positive numbers bounding the following norms:

‖u‖ξ ≤ U , ‖v‖ξ ≤ V , ‖M‖ξ ≤ M , ‖M−1‖ξ ≤ M ,

‖vθ‖ξ ≤ Ṽ , ‖f‖ξ ≤ F , ‖g‖ξ ≤ G , |〈T 〉−1| ≤ T̃ , (4.22)

whereM, T , f andg are, respectively, as in(4.4), (4.5)and(4.6). Finally assume that

U ≤ ξ̄ − ξ , ρ ≡ ‖v − y0‖ξ < r . (4.23)
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Now let 0< δ ≤ ξ and define

ξ′ ≡ ξ − δ . (4.24)

In the rest of this section we shall define theKAM map, i.e., an explicit map

K : (U, V,M,M, Ṽ , F,G, T̃ ) → (U ′, V ′,M ′,M
′
, Ṽ ′, F ′, G′, T̃ ′), (4.25)

where (U ′, ..., G′, T̃ ′) are bounds on the norms‖u′‖ξ′ ,..., ‖g′‖ξ′ and on the number
|〈T ′〉−1|, with u′, v′, f ′, g′ defined in Proposition 4.1, whileM′ andT ′ are (obviously)
defined as

M′ ≡ I + u′
θ ≡ M + zθ , T ′ ≡ M′−1

hyy(θ + u′, v′) M′−T
.

We start now to work out the necessary estimates. By Lemma 4.1 and (4.22), we get

‖T ‖ξ ≤ T ≡ M
2
E0,2 .

Remark 4.3.In principle, the bound on‖T ‖ξ could be improved replacingE0,2 by
‖(h0

yy)−1‖ξ (without invoking point (iii) of Lemma 4.1); in practice, however, such
a norm is difficult to evaluate accurately and one would not get significantly better
estimates.

All other estimates are immediately obtained from Lemma 4.1 (and from the definitions
given in Proposition 4.1). Here is the complete list:

‖T −1‖ξ ≤ T ≡ M2E ;

‖b‖ξ ≤ F∗ ≡ Ṽ F +MG ;

‖B‖ξ− δ
2

≤ s1F∗ , s1 ≡ 2σ01

(δ
2

)
;

|c1| ≤ T̃
(
MF + Tσ10(ξ)F∗

)
;

(note that in the last estimate we have used the fact that the supremum norm supTN | · |
is dominated by the 0-Fourier norm‖ · ‖0);

‖A‖ξ′ ≡ ‖D−1B‖ξ′ ≤ s2F∗ , s2 ≡ σ10

(δ
2

)
s1 ;

‖b0‖ξ− δ
2

≤ B∗ ≡ Tσ10

(δ
2

)
F∗ + T T̃

(
MF + TF∗σ10(ξ)

)
+MF ;

|c2| ≤ M‖D−1b0‖0 ≤ Mσ10

(
ξ − δ

2

)
B∗ ;

‖z‖ξ′ ≤ B∗s3 , s3 ≡ Mσ10

(δ
2

)
+M2σ10

(
ξ − δ

2

)
;

‖u′‖ξ′ ≡ ‖u + z‖ξ′ ≤ U + ‖z‖ξ′

≤ U ′ ≡ U +B∗s3 ;

‖Dz‖ξ′ = ‖(DM)(D−1b0 + c2) + Mb0‖ξ′

≤ B∗s4 , s4 ≡ s3σ−10(δ) +M ;

‖zθ‖ξ′ = ‖Mθ(D−1b0 + c2) + MD−1∂θb0‖ξ′
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≤ B∗s5 , s5 ≡ σ01(δ)s3 +Mσ11

(δ
2

)
;

‖Dzθ‖ξ′ = ‖(DMθ)(D−1b0 + c2) +DMD−1∂θb0 + Mθb0 + M∂θb0‖ξ′

≤ B∗s6 ,

s6 ≡ σ−11(δ)s3 +M
[
σ−10(δ)σ11

(δ
2

)
+ σ01(δ) + σ01

(δ
2

)]
;

‖w‖ξ′ ≤ E
(
‖Dz‖ξ′ +E1,1‖z‖ξ′ + F

)
≤ E(s7B∗ + F ) , s7 ≡ s4 +E1,1s3 ;

‖v′‖ξ′ ≡ ‖v +w‖ξ′ ≤ V + ‖w‖ξ′

≤ V ′ ≡ V +E(s7B∗ + F ) ;

‖wθ‖ξ′ = ‖∂θ(h0
yy)−1(Dz − h0

yxz + f ) +

(h0
yy)−1(Dzθ − ∂θh

0
yxz − h0

yxzθ + fθ)‖ξ′

≤ σ01(δ)E(‖Dz‖ξ′ +E1,1‖z‖ξ′ + F )

+E
[
‖Dzθ‖ξ′ + σ01(δ)E1,1‖z‖ξ′ +E1,1‖zθ‖ξ′ + σ01(δ)F

]
≤ EB∗s8 +EFs9 ,

s8 ≡ σ01(δ)s7 + s6 + σ01(δ)E1,1s3 +E1,1s5 ,

s9 ≡ 2σ01(δ) ;

‖q1‖ξ′ ≤ 1
2
‖hxxx‖ξ̄,r‖z‖2

ξ′ + ‖hxxy‖ξ̄,r‖z‖ξ′‖w‖ξ′ +
1
2
‖hxyy‖ξ̄,r‖w‖2

ξ′

≤ s10B
2
∗ + s11B∗F∗ + s12F

2 ,

s10 ≡ 1
2
E3,0s

2
3 +EE2,1s3s7 +

1
2
E1,2E

2
s2

7 ,

s11 ≡ s3E2,1E + s7E1,2E
2
,

s12 ≡ 1
2
E

2
E1,2 ;

‖f ′‖ξ′ ≡ ‖q2‖ξ′ ≤ 1
2
‖hyxx‖ξ̄,r‖z‖2

ξ′ + ‖hyxy‖ξ̄,r‖z‖ξ′‖w‖ξ′

+
1
2
‖hyyy‖ξ̄,r‖w‖2

ξ′

≤ F ′ ≡ s′
10B

2
∗ + s′

11B∗F + s′
12F

2 ,

s′
10 ≡ 1

2
E2,1s

2
3 +EE1,2s3s7 +

1
2
E0,3E

2
s2

7 ,

s′
11 ≡ s3E1,2E + s7E0,3E

2
,

s′
12 ≡ 1

2
E

2
E0,3 ;

‖q3‖ξ′ ≤ σ01(δ)F‖w‖ξ′ + σ01(δ)G‖z‖ξ′ +M‖q1‖ξ′

≤ s13B∗F + s14B∗G + s15F
2 + s16B

2
∗ ,

s13 ≡ σ01(δ)Es7 +Ms11 , s14 ≡ σ01(δ)s3 ,

s15 ≡ σ01(δ)E +Ms12 , s16 ≡ Ms10 ;
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‖g′‖ξ′ = ‖M−T
[
BM−1z + A(DM−1)z + AM−1Dz

+(DMT )(h0
yy)−1fθM−1z

]
+D(h0

yy)−1 fθM−1z + (h0
yy)−1Dfθ M−1

+(h0
yy)−1fθ(DM−1) z + (h0

yy)−1fθM−1Dz − M−T q3‖ξ′

≤ M
[
s1F∗MB∗s3 + s2F∗σ−10(2δ)MB∗s3 + s2F∗MB∗s4

+σ−10(2δ)Eσ01(2δ)FMB∗s3

]
+σ−10(δ)Eσ01(2δ)FMB∗s3 +Eσ−11(2δ)FMB∗s3

+Eσ01(2δ)Fσ−10MB∗s3 +Eσ01(2δ)FMB∗s4

+M
(
s13B∗F + s14B∗G + s15F

2 + s16B
2
∗
)

≤ G′ ≡ s17F∗B∗ + s18EFB∗ + s14MB∗G + s15MF 2 + s16MB2
∗ ,

s17 ≡ M
2
(s1s3 + σ−10(2δ)s2s3 + s2s4) ,

s18 ≡ Ms3

[
Mσ−10(2δ)σ01(2δ) + σ−10(δ)σ01(δ) + σ−11(2δ)

+σ01(2δ)σ−10(2δ)
]

+Mσ01(2δ)s4 +M E
−1
s13 ;

‖M′‖ξ′ ≡ ‖M + zθ‖ξ′ ≤ M + ‖zθ‖ξ′

≤ M ′ ≡ M +B∗s5 .

To defineM
′
we have to distinguish two cases according to whetherMB∗s5 is greater

or smaller than 1. In the first case we defineM
′
to be infinite:

MB∗s5 ≥ 1 =⇒ M
′ ≡ ∞ ,

while if

MB∗s5 < 1, (4.26)

we proceed as follows:

‖M′−1‖ξ′ = ‖(I + M−1zθ)−1M−1‖ξ′ ≤ M (1 −M‖zθ‖ξ′ )−1

≤ M
′ ≡ M (1 −MB∗s5)−1 .

Next,

‖v′
θ‖ξ′ ≡ ‖vθ +wθ‖ξ′ ≤ Ṽ + ‖wθ‖ξ′

≤ Ṽ ′ ≡ Ṽ +EB∗s8 +EFs9 .

Of course, as it is clear from the definition ofM
′
, the KAM algorithm will be of some

use only if (4.26) is satisfied. To complete the computation ofK, it remains to bound
|〈T ′〉−1|, i.e. to computeT̃ ′. If M

′
= ∞, we define alsõT ′ ≡ ∞, otherwise we proceed

as follows. A bit of algebra shows that if we define
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C ≡ (I + M−1zθ)−1 − I =
∞∑
k=1

(−M−1zθ)k ,

C′ ≡ CM−1 ,

C′′ ≡ hyy(θ + u′, v′) − h0
yy ,

then we can writeT ′ as
T ′ = T + C∗ ,

where

C∗ ≡ M−1h0
yyC′T + M−1C′′M−1 + M−1C′′C′T + C′h0

yyM−1

+C′h0
yyC′T + C′C′′M−1 + C′C′′C′T .

Thus, since supTN |zθ| ≤ ‖zθ‖0 (and a bound on‖zθ‖0 is obtained exactly as above
replacingδ with ξ), we obtain

sup
TN

|C| ≤ M‖zθ‖0(1 −M‖zθ‖0)−1

≤ C ≡ MB0
∗s

0
5(1 −MB0

∗s
0
5)−1 ;

sup
TN

|C′| ≤ C ′ ≡ CM ;

sup
TN

|C′′| ≤ E1,2‖z‖0 +E0,3‖w‖0

≤ C ′′ ≡ E1,2B
0
∗s

0
3 +E0,3E(s0

7B
0
∗ + F ) ;

sup
TN

|C∗| ≤ C∗ ≡ 2M E0,2C
′ +M

2
C ′′ + 2MC ′′C ′

+C ′2E0,2 +C ′2C ′′ , (4.27)

whereB0
∗, s

0
5, s

0
3, s

0
7 are defined as above but withδ replaced byξ. Now, if

T̃C∗ ≥ 1 =⇒ T̃ ′ = ∞ ,

otherwise, if
T̃C∗ < 1 , (4.28)

we have

|〈T ′〉−1| = |(I + 〈T 〉−1〈C∗〉)−1〈T 〉−1|
≤ T̃ ′ ≡ T̃ (1 − T̃C∗)−1 . (4.29)

The computation of the mapK is completed.

Remark 4.4.(“KAM algorithm” ). If (4.23) is satisfied whenU, v, ξ are replaced by
U ′, v′, ξ′ then the mapK can be re-applied and, iterating when possible, one obtains a
sequence (u(j), v(j)) of approximate solutions [with relative error functions (f (j), g(j))]
and corresponding norm-boundsUj , Vj ,...,T̃j . More precisely, fix numbersδj ↘ 0 such
that

∑
δj < ξ (whereδ0 ≡ δ as above); let, forj ≥ 1, ξj ≡ ξj−1 − δj−1; call the

above “first approximate solution” (u(0), v(0)), (f (0), g(0)) the relative error function and
attach toM, T and to their norm bound an index 0. Then, given, forj ≥ 0, (u(j), v(j))
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and the relative norm bounds (Uj , Vj , ..., T̃j) we let (u(j+1), v(j+1)) be the approximate
solution constructed in25 Proposition 4.1 and, if conditions (4.23), (4.26) and (4.28) are
satisfied (see, again, footnote 25), then (Uj+1, ..., T̃j+1) = K(Uj , ..., T̃j) are the norm
bounds controlling the new approximate solution (u(j+1), v(j+1)).

4.4. KAM Theorem. Here we prove a KAM theorem based on the KAM algorithm
described above.26

Theorem 4.1. Letω satisfy(4.3), let Assumption 4.2 hold, let

0< ξ̂ < ξ , δ̂ ≡ 1
2
ξ − ξ̂

ξ
,

let η be the following norm on(f, g)

η ≡ max{E E0,2 , E0,2T̃} max{γF , γ2E0,2Ṽ F , γ2E0,2G} ,

define the following parameters related toω and to the quantities introduced in Assump-
tion 4.2:

� ≡ max
1≤i≤N

|ωi| , �1 ≡ max{� , E1,1} ,

�∗ ≡ max{E2,1 , EE1,2�1 , E0,3E
2
�2

1} ,

H∗ ≡ max{E3,0 , EE2,1�1 , E1,2E
2
�2

1} ,
H ′

∗ ≡ max{H∗ , E��1}, H ′′
∗ ≡ max{H ′

∗ , Ṽ�∗} ,
α∗ ≡ max{E E0,2 , E0,2T̃} · max{γ2E0,2H

′′
∗ , γ�∗} ,

θ ≡ max{(ξ − ξ̂)2τ , (ξ − ξ̂)2τ+2} ,

α∗∗ ≡ θmax{1 ,
E�1

r − ρ
,
E�1

Ṽ
, T̃E0,2 , T̃E1,2 , T̃E0,3E�1} ,

α ≡ max{α∗ , α∗∗} .

There exists a polynomialν in (ξ, δ̂) satisfying27

5
4

≤ ν(ξ, δ̂) ≤ 21 + 88 max{ξ , ξ6} , ∀ξ > 0 , ∀ 0< δ̂ <
1
2
,

such that, if

25 Of course, the unprimed quantities in Proposition 4.1 (besidesE andEp,q which remain unchanged)
correspond here to the indexj while the primed ones correspond here to the indexj + 1. Analogously, one
has to attach in the obvious way an indexj or j + 1 in the formulae defined in this section; for example
T j = M2

jE, F∗j = ṼjFj +MjGj , s1 = 2σ01(δj/2), etc.
26 We recall that in order to apply such a theorem in an “effective way,” one should apply it only after a few

iterations of the mapK: see [5] for more information.
27 The polynomialν (of degree 12 and with positive coefficients) is explicitly given in the proof below. For

later use we report also the following values:

ν(1,
1

4
) = 17.4281... , ν(0.0025,

1

4
) = 6.5190... (4.30)
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ηα M7M
9
(ξ − ξ̂)−2(2τ+1)28τ+13 τ !4 ν(ξ, δ̂) ≤ 1 , (4.31)

then there exists a solution(ũ, ṽ) of (4.1), which is real-analytic on1ξ̂ and isη-close
to (u, v). Furthermore〈ũ〉 = 〈u〉 and the solution(ũ, ṽ) is the unique solution in anη
neighbourhood of(u, v) such that〈ũ〉 = 〈u〉.

For us it will be particularly important to investigatedependence upon parameters:
assume that the Hamiltonianh = h(x, y;µ) depends analytically also upon a set of
parameters varying in some complex domain

µ ∈ D ⊂ Cp .

Then the coefficientshn,k in (4.18) will be analytic functions ofµ ∈ D and we shall
redefine the norm in(4.19)by

‖h‖ξ,r ≡
∑

n∈ZN

k∈NN

(
sup
µ∈D

|hn,k|
)

exp(|n|ξ) r|k| . (4.32)

Analogously, for a functionf (x;µ) analytic in1ξ × D we shallredefine the Fourier
norm(4.17)by

‖f‖ξ ≡
∑

n∈ZN

(
sup
µ∈D

|fn|
)

exp(|n|ξ) .

Note that we are not changing the symbols of the norms sincethe domainD will remain
unchanged in the proofs.

Finally, Assumptions 4.1 and 4.2 will be modified as follows:

Assumption 4.3. Let (θ, µ) ∈ TN × D → (u, v) ∈ CN × CN be a regular function of
θ and letM andh0

yy be the matrices

M ≡ I + uθ , h0
yy ≡ hyy

(
θ + u(θ;µ), v(θ;µ);µ

)
. (4.33)

We assume that, if we denote

T ≡ M−1h0
yyM−T , (4.34)

then for any(θ, µ) ∈ TN × D, the matricesM, h0
yy and〈T 〉 are invertible.

Assumption 4.4. Let 0 < ξ < ξ̄, r, E, Ep,q (p, q ∈ N) be such that(x, y, µ) →
h(x, y;µ) is real analytic on1ξ̄ ×B

N

r (y0) × D and such that(4.21)holds; assume that

(u, v) is real analytic on1ξ × D and letU, V,M,M, Ṽ , F,G, T̃ be positive numbers
for which (4.22)holds28 (with M, T , f andg as in (4.33), (4.34)and (4.6)). Finally,
assume that(4.23)holds.

With these modifications one obtains

Theorem 4.2. Let ω, ξ, ξ̂, δ̂, ν be as in Theorem 4.1; assume thath, (f, g) satisfy
Assumption 4.4. Letα and η be defined as in Theorem 4.1 and let(4.31)hold. Then
there exists a solution(ũ, ṽ) of (4.1), which is real-analytic on1ξ̂ × D and isη-close
to (u, v). Furthermore〈ũ〉 = 〈u〉 and the solution(ũ, ṽ) is the unique solution in anη
neighbourhood of(u, v) such that〈ũ〉 = 〈u〉.

28 Last inequality must be rewritten as supµ∈D |〈T 〉−1| ≤ T̃ .
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Remark 4.5.(i) We shall not prove here the local uniqueness (under the constraint〈ũ〉 =
〈u〉) of the solution ( ˜u, ṽ) and we refer the reader to [5] (where a similar statement is
proven in full detail).
(ii) Precise estimates concerning theη closeness (which is of course in the sense of the
‖ · ‖ξ̂ norm) can be easily deduced from the detailed estimates given in the proof.

Proof. (of Theorem 4.1.) The argument is by induction. We define, forj ≥ 0,

ξj ≡ ξ̂ +
ξ − ξ̂

2j
, δj ≡ ξj − ξj+1 =

ξ − ξ̂

2j+1
.

We assume (by induction) to have constructed (by iteratingj ≥ 0 times the scheme of
Proposition 4.1 starting with (u(0), v(0)) ≡ (u, v)) the approximate solution (u(j), v(j));
denote by (Uj , ..., T̃j) the relative norm-bounds29 and assume that, for 0≤ i ≤ j,

‖u(i)‖ξi
≤ ξ̄ − ξi , ‖v(i) − y0‖ξi

≤ r ,

Ṽi ≤ 2Ṽ0 , Mi ≤ 2M0 , M i ≤ 2M0 , T̃i ≤ 2T̃0 . (4.35)

We want to show that (4.35) is satisfied also fori = j + 1 and that the norms ofz(i),
w(i), f (i) andg(i) decay exponentially fast asi tends to infinity so that the claim of the
theorem follows.

We now list estimates on various quantities entering the definition of the mapK (i.e.
on the definitions of the parameters, introduced in the previous section, which bound
the norms of the relevant objects associated to30 u(i), v(i)); the estimates are completely
elementary and we shall give details only for some of the first estimates (all the other
estimates being obtained in a complete analogous way).

In the following estimates we shall make systematic use of (4.35), (4.20), of the fact
thatτ ≥ 1 and of the following simple observations31:

γ� ≥ 1 , M0 ≥ 1 , M0 ≥ 1 , EE0,2 ≥ 1 ,
δj
ξj

= 1− ξj+1

ξj
≤ δ̂ , (4.36)

where

δ̂ ≡ δ0

ξ0
=

1
2
ξ − ξ̂

ξ
. (4.37)

Here is the list:

σ01

(δi
t

)
≤ tδ−1

i , (∀ t > 0) ; σ10(ξi) ≤ γξ−τ
i τ ! ;

σ10

(δi
2

)
≤ 2τγδ−τ

i τ ! , σ10

(
ξi − δi

2

)
≤ σ10(ξi) ≤ γξ−τ

i τ ! ;

29 See the previous section. Note that, with these definitions,ξ0 = ξ, U0 = U ,...,M0 = M , etc. The “norm-
parameters” are defined in the previous section where the primed quantities correspond tou(i+1), v(i+1) while
the unprimed ones correspond tou(i), v(i).

30 Recall that the primed quantities of Sect. 4.3 correspond here to the indexi + 1 while the unprimed ones
to the indexi, that the indexi = 0 corresponds to the “initial” approximate solution, namely to the quantities
defined in Assumption 4.2 and, finally, thatEp,q andE are independent ofi.

31 The first relation in (4.36) follows from (4.3) lettingn = e(i), where{e(i)} is the standard orthonormal
basis ofRN ; the second and third relations follow by observing thate(1) is an eigenvector with eigenvalue 1
of MT (θ0) and ofM−T (θ0), if θ0 is a critical point ofu1(θ); the last two relations are obvious.
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σ−10

(δi
t

)
≤ t �δ−1

i , (∀ t > 0); σ11

(δi
2

)
≤ γ2τ+1δ−(τ+1)

i (τ + 1)! ;

σ−11

(δi
t

)
≤ 2t2 �δ−2

i , (∀ t > 0) ;

Ti ≤ 4M
2
0E0,2 ; T i ≤ 4M2

0E , F∗i ≤ 2Ṽ0Fi + 2M0Gi ;

s1 ≤ 4δ−1
i ; s2 ≤ 22+τγδ−(τ+1)

i τ ! ;

s3 ≤ M02τ+1γδ−τ
i τ ! + 4M2

0γξ
−τ
i τ ! = M2

0 2τ+1γδ−τ
i τ !

[ 1
M0

+ 2
( δi

2ξi

)τ]
≤ M2

0 2τ+1γδ−τ
i τ !

(
1 + δ̂

)
≡ M2

0 2τ+1γδ−τ
i τ ! ν1 , ν1 ≡ 1 + δ̂ ;

s4 ≤ (γ�)M2
0 2τ+1δ−(τ+1)

i τ ! ν2 , ν2 ≡ ν1 +
δ2

0

2
;

s5 ≤ γM2
0 2τ+2δ−(τ+1)

i (τ + 1)! ν3 , ν3 ≡ 1 +
ν1

4
;

s6 ≤ (γ�)M2
0 2τ+2δ−(τ+2)

i (τ + 1)! ν4 , ν4 ≡ 1 +
ν1

2
+

3
16
δ2

0 ;

s7 ≤ (γ�1)M2
0 2τ+1δ−(τ+1)

i τ ! ν5 , ν5 ≡ ν2 + δ0ν1 ;

s8 ≤ (γ�1)M2
0 2τ+2δ−(τ+2)

i (τ + 1)! ν6 , ν6 ≡ ν4 +
ν5

4
+
ν1δ0

4
+ ν3δ0 ;

s9 ≤ 2δ−1
i ;

s10 ≤ γ2H∗M4
0 22τ+1δ−2(τ+1)

i τ !2 ν7 , ν7 ≡ (ν5 + ν1δ0)2 ;

s11 ≤ γ2H∗M2
0 2τ+1δ−(τ+1)

i τ ! ν8 , ν8 ≡ ν5 + ν1δ0 ;

s12 ≤ γ2H∗
2

;

s′
10 ≤ γ2�∗M4

0 22τ+1δ−2(τ+1)
i τ !2 ν7 ;

s′
11 ≤ γ2�∗M2

0 2τ+1δ−(τ+1)
i τ ! ν8 ;

s′
12 ≤ γ2�∗

2
;

s13 ≤ γ2H ′
∗M

3
0 2τ+1δ−(τ+2)

i τ ! ν9 , ν9 ≡ ν5 + 2δ0ν8 ;

s14 ≤ γM2
0 2τ+1δ−(τ+1)

i τ ! ν1 ;

s15 ≤ γ2H ′
∗M0δ

−1
i ν10 , ν10 ≡ 1 + δ0 ;

s16 ≤ γ2H∗M5
0 22τ+2δ−2(τ+1)

i τ !2 ν7 ;

s17 ≤ γ(γ�)(M0M0)222τ+5δ−2(τ+1)
i τ !2 ν11 , ν11 ≡ ν2 +

ν1

2
+
ν1δ

2
0

2
;

s18 ≤ γ2E
−1
H ′

∗M
3
0M

2
0M02τ+3δ−(τ+2)

i τ ! ν12 , ν12 ≡ 9
8
ν1 +

ν9

2
+
ν2

4
.

Let nowηi be asη (defined in the text of Theorem 4.1) but withFi, Gi in place ofF ,
G. Then,

γB∗i ≤ ηiM0M
4
02τ+4δ−τ

i τ ! ν13 , ν13 ≡ 1 + 4δ̂ +
9
16
δ0;

‖z(i)‖ξi+1 ≤ ηiM
3
0M

4
022τ+5δ−2τ

i τ !2 ν14 , ν14 ≡ ν1ν13 ;
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‖z(i)
θ ‖ξi+1 ≤ ηiM

3
0M

4
022τ+6δ−(2τ+1)

i τ !2(τ + 1) ν15 , ν15 ≡ ν3ν13 ;

‖w(i)‖ξi+1 ≤ ηi(E�1)M3
0M

4
022τ+5δ−(2τ+1)

i τ !2 ν16 , ν16 ≡ ν5ν13 +
δ3

0

27
;

‖w(i)
θ ‖ξi+1 ≤ ηi(E�1)M3

0M
4
022τ+6δ−2(τ+1)

i τ !2(τ + 1) ν17

ν17 ≡ ν6ν13 +
δ3

0

28
;

‖f (i+1)‖ξi+1 ≤ �∗ η2
iM

6
0M

8
024τ+9δ−(4τ+2)

i τ !4 ν18

ν18 ≡ ν7ν
2
13 +

δ3
0

26
ν8ν13 +

δ6
0

214
;

‖g(i+1)‖ξi+1 ≤ H ′
∗ η

2
iM

7
0M

9
024τ+12δ−(4τ+2)

i τ !4 ν19 ,

ν19 ≡ ν7ν
2
13 +

δ0

2
ν11ν13 +

δ2
0

26
ν12ν13 +

δ3
0

27
ν1ν13 +

δ5
0

214
ν10 ; (4.38)

(in the last inequality we used also the fact that fromEE0,2 ≥ 1 andγ�1 ≥ 1 it follows
thatγ� max{Ṽ F,G} ≤ H ′

∗ηi). We let now

ν ≡ ν(ξ0, δ̂) ≡ ν19 +
1
4

(4.39)

and observe that all theν′s are greater than or equal to 1. Putting together the above
definitions of the variousνi’s and recalling thatδ0 = ξδ̂, one finds

ν =
5
4

+ 10 δ̂ + 33 δ̂2 + 40 δ̂3 + 16 δ̂4 +
47
8
δ̂ξ +

101
2

δ̂2ξ +
1161

8
δ̂3ξ

+
329
2

δ̂4ξ + 64 δ̂5ξ +
5257
512

δ̂2ξ2 +
39527
512

δ̂3ξ2 +
50415
256

δ̂4ξ2

+194δ̂5ξ2 + 64 δ̂6ξ2 +
77319
8192

δ̂3ξ3 +
455303
8192

δ̂4ξ3 +
6105
64

δ̂5ξ3

+50 δ̂6ξ3 +
1131
256

δ̂4ξ4 +
8415
512

δ̂5ξ4 +
921
64

δ̂6ξ4 +
15447
16384

δ̂5ξ5

+
925
512

δ̂6ξ5 +
1369
16384

δ̂6ξ6 .

We note, for later use, that32

ν ≥ max{ ν18

4
, ν14 , ν15 , ν16 + δ0ν14 } . (4.40)

Thus, (using the inequalitiesα ≥ α∗ andν ≥ max{ν18
4 , ν19}), we find

ηi+1 ≤ κλiη2
i ,

where33

κ ≡ αM7
0M

9
028τ+13(ξ − ξ̂)−(4τ+2)τ !4 ν , λ ≡ 24τ+2 .

Iterating, for all 0≤ i ≤ j + 1, we get34

32 As it is immediate to check after having written down explicitly the definition ofν (which, recalling that
δ0 = ξ0δ̂, turns out to be a polynomial of degree 12 inξ0 andδ̂ with positive (rational) coefficients) and of the
otherνk ’s.

33 The reason for having in this formulaα in place ofα∗ will be plain when we shall check the inductive
assumptions (4.35) forj + 1.

34 Recall that
∑i−1

k=0
2k = 2i − 1,

∑i−1
k=1

(i− k)2k−1 = 2i − i− 1, (and thatη0 = η).
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ηi ≤ (ηκλ)2i

κλi+1
,

whence, in view of the “KAM condition” (4.31) (which is now recognized as equivalent
to requireηκλ ≤ 1),

ηi ≤ 1
κλi+1

. (4.41)

This bound allows to get simple estimates on the norms ofz(i) andw(i) for 0 ≤ i ≤ j.
Using (4.41) and the facts that

ν ≥ max{ν14 , ν15} and α ≥ max{(ξ − ξ̂)2τ+2 , (ξ − ξ̂)2τ} ,

from (4.38) we get

max{‖z(i)‖ξi+1 , ‖z(i)
θ ‖ξi+1} ≤ min{δi ,

1

M0

1
215

1
8i

} . (4.42)

Analogously, using

ν ≥ ν16 , α ≥ E�1 (ξ − ξ̂)2τ+1 max{ 1
r − ρ

,
1

Ṽ
} ,

from (4.38) there follows

‖w(i)‖ξi+1 ≤ min{r − ρ , Ṽ } 1
218

1
8i
. (4.43)

To check the inductive hypotheses (4.35) we shall also need simple bounds on the
constantsCi, C ′

i, C
′′
i , C∗i [recall (4.27) and (4.29)]. Using

ν ≥ max{ν15 , ν16 + δ0ν14}

and the fact that

α ≥ (ξ − ξ̂)2τ+1 max{1 , T̃E0,2 , T̃E1,2 , T̃E0,3E�1} ,

and that

M iB∗is5 ≤ 1

M
2
0

1
214

1
8i

min{1 ,
1

T̃E0,2

} ≤ 1
214

,

we obtain

Ci ≤ min{1 ,
1

T̃E0,2

} 1

M
2
0

1
213

1
8i
,

C ′
i ≤ min{1 ,

1

T̃E0,2

} 1

M0

1
212

1
8i
,

C ′′
i ≤ max{E1,2 , E0,3E�1} ηi M

3
0M

4
0 δ

−2τ+1
i 22τ+5τ !2(ν16 + δ0ν14) ,

C∗i ≤ T̃−1
0

1
28

1
8i
. (4.44)

We are ready to check (4.35) fori + 1: From (4.35) and (4.42) we find

‖u(i+1)‖ξi+1 ≤ ‖u(i)‖ξi + ‖z(i)‖ξi+1 ≤ ξ̄ − ξi + δi = ξ̄ − ξi+1 .
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From (4.23) and (4.43), we get

‖v(i+1) − y0‖ξi+1 ≤ ‖v(0) − y0‖ξ +
i∑

j=0

‖w(j)‖ξi+1

≤ ρ +
r − ρ

218

∞∑
j=0

1
8j

≤ r .

Finally, using (4.43), (4.42), (4.44) one easily obtains the remaining inductive hypothe-
ses.

Observe that from (4.41), (4.42) and (4.43) it follows that the error functionsf (i)

andg(i) go to zero exponentially fast, whileu(i) andv(i) converge (exponentially fast)
to real-analytic functions ˜u andṽ.

This concludes the proof of Theorem 4.1. �

Proof. (of Theorem 4.2) The reader will have no difficulty in checking that the previous
proof goes through word by word so that the claim follows from uniformity inµ ∈ D.
�

5. Proof of Theorem 1.1

The proof of Theorem 1.1 will be divided in three steps: (1) construction of the starting
approximate solution (Remark 4.1) usingε-expansions; (2) bounds (4.22) on the norms
relative to starting approximate solution withD ≡ {ε ∈ C : |ε| ≤ ε0 ≡ 10−6}, see
Assumption 4.4; (3) iteration of the mapK (4.25) and application of Theorem 4.2.

5.1. Step 1: Formalε-expansion and initial approximate solution.The HamiltonianH
in (1.3) containsε as a parameter:ε corresponds to the parameterµ of Theorem 4.2 and
D corresponds to the complex ball{ε ∈ C : |ε| ≤ ε0} for someε0 > 0 to be determined
below.35 As was well known to Poincaré, Lindstedt & Co., one maycompute formally
the ε-expansion of quasi-periodicformal solutions (“Lindstedt series”; see [1]).Our
starting approximate solution will be a suitable truncation of such a formal expansion.

Here we deduce a few elementary formulae which allow us to explicitly compute
recursively the formal solution.

Let N = 2, x ≡ (`, g), y ≡ (L,G) and let us rewrite explicitly Eq. (4.1) for the
HamiltonianH:

ω1 +Du1(θ) = −2(
1

2v2
1

− v2)
1

v3
1

+ 2ε(
1

2v2
1

− v2)RL(θ + u, v) − 2ε
1

v3
1

R(θ + u, v),

ω2 +Du2(θ) = −2(
1

2v2
1

− v2) + 2ε(
1

2v2
1

− v2)RG(θ + u, v) − 2εR(θ + u, v),

Dv1(θ) = −2ε(
1

2v2
1

− v2)R`(θ + u, v),

Dv2(θ) = −2ε(
1

2v2
1

− v2)Rg(θ + u, v) ; (5.1)

35 ClearlyH is an entire function ofε and the restriction onD is needed in order to meet the basic condition
(4.31); the choice of the “best value forε0” (i.e., the largest one) has been done simply by “trial and error”.
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hereω andD are short forω(±) and forω(±) · ∂θ, θ ∈ T2 and recall (1.8), (1.9) and
(1.10).

It is well known that (5.1) admits aformal solution

ũ(θ) ∼
∞∑
j=0

ũ(j)(θ) εj , ṽ(θ) ∼
∞∑
j=0

ṽ(j)(θ)εj , (5.2)

with ũ(j) andṽ(j) being vector-valuedreal-analytic onT2 functions:

ũ(j) ≡ (ũ(j)
1 , ũ(j)

2 ) , ṽ(j) ≡ (ṽ(j)
1 , ṽ(j)

2 ) .

Furthermore, such a formal solution isuniquely determinedby requiring that the averages
of theũ(j)’s vanish:

〈ũ(j)〉 = 0 , (∀ j ≥ 0) .

In particular this implies that
ũ(0) ≡ 0 .

Instead (as one checks immediately by inserting (5.2) into (5.1) and looking at the order
zero inε) ṽ(0) has to be chosen so that

∂(L,G)H
∣∣∣
ε=0

(ṽ(0)) = ω , i.e. , ṽ(0) ≡ (L±, G±) .

Remark 5.1.The formal solvability of (5.1) implies that the right-hand sides of the last
two equations of (5.1)have vanishing mean value36 overT2. The averages of the ˜v(j)’s
have then to be chosen so that the first two equations in (5.1) are solvable. This leaves
free the averages of the ˜u(j)’s, which, as already said, will be taken to be zero.

As initial approximate solution we take

u(0)(θ; ε) ≡
5∑

j=0

ũ(j)(θ) εj , v(0)(θ; ε) ≡
5∑

j=0

ṽ(j)(θ) εj (5.3)

(recall that, with the above conventions,ṽ(0) ≡ (L±, G±), ũ(0) ≡ 0 and〈ũ(j)〉 = 0).
We proceed by writing down the explicit formulae which, implemented on a machine,

allow to compute37 the functions ˜u(j), ṽ(j) or, more precisely,allow to compute intervals
of real numbers containing the Fourier coefficients of the(ũ(j), ṽ(j))’s.

Recalling the explicit form of the functionR [see (1.4), (1.5)], one sees that the
right-hand sides of (5.1) have the form

M∑
i=1

ri ε
si (v(0)

1 )pi (v(0)
2 )qi eσi (v(0)

1 , v(0)
2 ) cni

(θ + u(0)) , (5.4)

where:M < ∞; ri are rational numbers;si,pi,qi,σi are integers obeying the constraints

0 ≤ si ≤ 1 , −5 ≤ pi ≤ 10 , 0 ≤ qi ≤ 1 , −1 ≤ σi ≤ 1 ;

36 For any periodic functionf (θ), θ ∈ TN , the integral overTN of Df vanishes.
37 Notice that since the HamiltonianH is a trigonometric polynomial inx, the functions ( ˜u(j), ṽ(j)) are also

trigonometric polynomials.
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ni ∈ Z2 with |ni| ≤ 10; finally cn(x) is either cosn · x or sinn · x. We shall denote by
[·]j the operator that acts on a (formal)ε-power series,

∑
εka(k), by associating to it the

j th coefficienta(j): [ ∑
k≥0

εka(k)
]

j
≡ a(j) .

Let p, q, σ ∈ Z with q > 0 and|σ| ≤ 1 and let us compute thej th ε-coefficient of,
respectively,apbqeσ(a, b) and ofcn(θ + ϕ) wherea, b andϕ are formalε-power series
(with periodic real-analytic coefficients) given by

a ∼
∑
k≥0

ak(θ)εk , b ∼
∑
k≥0

bk(θ)εk ,

ϕ ∼
∑
k≥0

ϕ(k)(θ)εk ≡
( ∑

k≥0

ϕ(k)
1 (θ)εk,

∑
k≥0

ϕ(k)
2 (θ)εk

)
.

As above, we denotey0 ≡ ṽ(0) and write the expansions ofe(y) and of
e−1(y) ≡ 1/e(y) as38

e(y) ≡
∑
h∈N2

eh(y − y0)h , e−1(y) ≡
∑
h∈N2

ẽh(y − y0)h .

Then, forp ≥ 0, one finds

[a−pbqeσ(a, b)]j

=
∑

(k,h)∈I−p,q

(
p

k1

)(
q

k2

)
yk1−p

01 yq−k2
02 eσ,h a

[h1]
k3

ã[k1]
k4

b[h2+k2]
k5

, (5.5)

where

I−p,q ≡ {(k, h) ∈ N5 × N2 : 0 ≤ k1 ≤ p , 0 ≤ k2 ≤ q , k3 ≥ h1 , k4 ≥ k1 ,

k5 ≥ k2 + h2 , k3 + k4 + k5 = j } ;

eσ,h ≡

 ẽh if σ = −1
eh if σ = 1
δ0|h| if σ = 0

.

c[k] (ε) denotes thekth power of a formal power seriesc ∼
∑

j≥0 cjε
j andc[k]

j its jth

ε-coefficient; finallyã is the power series defined by

ã ∼ 1
a

− 1
a0

.

Analogously, forp > 0, one gets

[apbqeσ(a, b)]j

=
∑

(k,h)∈Ip,q

(
p

k1

)(
q

k2

)
yp−k1

01 yq−k2
02 eσ,h a

[h1+k1]
k3

b[h2+k2]
k4

, (5.6)

38 We use standard multiindex notation: ifn ∈ NN , |n| =
∑N

i=1
ni; if z ∈ RN , ∂n

z = ∂|n|
∂z

n1
1

···∂z
nN
n

;

n! = n1! · · ·nN !; zn = zn1
1 · · · znN

N .
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where:

Ip,q ≡ {(k, h) ∈ N4 × N2 : 0 ≤ k1 ≤ p , 0 ≤ k2 ≤ q ,

k3 ≥ k1 + h1 , k4 ≥ k2 + h2 , k3 + k4 = j } . (5.7)

Computing [cn(θ + ϕ)]j is clearly equivalent to evaluate [exp(in · ϕ)]j and letting

E(0)
n ≡ 1 , ∀ n ∈ Z2 ,

E(k)
n (θ) ≡ 1

k

k∑
`=1

` E(k−`)
n (θ) n · ϕ`(θ) ,

one gets [
exp(in · ϕ)

]
j

= E(j)
n (θ) . (5.8)

Inserting (5.2) in (5.1) one obtains recursive relations of the type

Dũ(k) = Aṽ(k) + 8(k) , Dṽ(k) = 9(k) , (5.9)

whereA is the (constant) matrix given in (3.5) evaluated at (L,G) ≡ (L±, G±) and
the vectors8(k) and9(k) depend on ˜u(0),...,ũ(k−1), ṽ(0),...,ṽ(k−1) (and onθ) and can be
explicitly written down by using the remark leading to (5.4) and the expansions (5.5),
(5.6) and (5.8).

Assume now that ( ˜u(j), ṽ(j)), for j = 0, ..., k − 1 are known and let us determine
(ũ(k), ṽ(k)). Inverting the operatorD in the second of (5.9) (recalling Remark 5.1) we
let

ṽ(k) ≡ v̄(k) +D−19(k) ,

wherev̄(k) denotes the average of ˜v(k) and it has to be determined so that the equations
for Dũ(k) have a right-hand side with vanishing mean value, i.e.,

v̄(k) ≡ −A−1〈8(k)〉 , ũ(k) ≡ D−1
(
Aṽ(k) + 8(k)

)
.

The formulae for the recursive computation of the functions ( ˜u(j), ṽ(j)) (and hence of our
choice of the initial approximate solution) are complete. In Appendix A we report the
number of Fourier coefficients of the functions ( ˜u(j), ṽ(j)) for j ≤ 5 and, as an example,
the list of intervals trapping the Fourier coefficients of the first component of ˜u(1).

5.2. Step 2: Norm bounds relative to the initial approximate solution.Having defined
the initial approximate solution as the fifth order truncation (5.3) of theε-expansion of
the formal solution of (5.1), we want now to estimate the relative norm parameters as
defined in (4.22).

We attach an index 0 to the quantities related to our starting approximate solution (i.e.
the fifth order truncation (5.3) of theε-expansion of the formal solution of (5.1)); thus the
symbolsξ, U, V ,...,T̃ of Sect. 4.3 correspond here toξ0, U0, V0,...,T̃0 (see Remark 4.4).
Let

ξ0 ≡ 0.2 , ε0 ≡ 10−6 ,

and recall that the norm in (4.32) contains also a supremum taken over the complex
parameter regionD,

D ≡ {ε ∈ C : |ε| ≤ ε0} .
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The evaluation ofU0, V0,M0 andṼ0 are easily obtained having computed the “explicit”
(in the sense of interval arithmetic) form of the approximate solution (u, v). Having
(u, v) given as

u(0) =
5∑

j=1

εj
∑

0<|n|≤νj

ũ(j)
n exp(in · θ) , v(0) =

5∑
j=0

εj
∑

|n|≤ν′
j

ṽ(j)
n exp(in · θ)

(where theνj , ν
′
j are the trigonometric degrees listed in Appendix A), we letU0 andV0

be upper bounds on

5∑
j=1

εj
0

∑
0<|n|≤νj

|ũ(j)
n | exp(|n|ξ0) ,

5∑
j=0

εj
0

∑
|n|≤ν′

j

|ṽ(j)
n | exp(|n|ξ0) .

The computer-assisted evaluations of such sums yields the values39

U (+)
0 ≡ 1.319112913121820055842417988726441· 10−5 ,

U (−)
0 ≡ 1.309817593029817987914398304540215· 10−5 ,

V (+)
0 ≡ 1.45622035987166272215426104777053,

V (−)
0 ≡ 1.45731724381047957877869538647097.

It is easy to check that these bounds imply(
sup

θ∈1ξ0
ε∈D

|θ + u(0)| , sup
θ∈1ξ0

ε∈D

|v(0)|
)

∈ B .

Analogously, since40

M ≡ I +
5∑

j=1

εj
∑

0<|n|≤νj

i
(
ũ(j)

n ⊗ n
)

exp(in · θ) ,

v(0)
θ =

5∑
j=1

εj
∑

|n|≤ν′
j

i
(
ṽ(j)

n ⊗ n
)

exp(in · θ) ,

one gets the computer-assisted evaluations

39 Recall that the plus sign corresponds to the case ˜v(0) = (L+, G+) while the minus sign corresponds to
ṽ(0) = (L−, G−). Note also that interval arithmetic yields (as the name says) intervals with rational endpoints
trapping the actual quantity one is computing; but since we need (usually)upper boundswe shall report only
the right endpoints of the computed intervals which shalldefineour norm-bounds.

40 If a, b ∈ CN , we denote bya⊗ b theN ×N matrix with entries (a⊗ b)ij = aibj . We also recall that

by default we use the 1-norm on vectors so that the (“operator”) norm on a 2× 2 matrixA =
(
a b
c d

)
may

be bounded as follows

‖A‖ = sup
|x|1=1

|Ax| ≤ min
{

max{|a|, |b|} + max{|c|, |d|} ,max{|a|, |c|} + max{|b|, |d|}
}
.
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M (+)
0 ≡ 1.000021266465664701238677170875501,

M (−)
0 ≡ 1.000021439075256126271432431716151,

Ṽ (+)
0 ≡ 7.453571858517957815592730443874432· 10−7 ,

Ṽ (−)
0 ≡ 7.531270519848394217447212176311194· 10−7 . (5.10)

The evaluation ofM0 is immediately obtained using (5.10):

‖M−1‖ξ0 ≡ ‖(I + uθ)−1‖ξ0 ≤ 1
1 − ‖uθ‖ξ0

≤ 1

1 − Ṽ (±)
0

≤ M
(±)
0 ,

which leads to

M
(+)
0 ≡ 1.00002126691793688133738303697581,

M
(−)
0 ≡ 1.000021439534899928447344044122831.

To estimatẽT0 write the matrixT as

T ≡ A0 + B ,

whereA0 ≡ A(L±, G±) [A(L,G) being the invertible matrix defined in (3.5)]. Hence

‖〈T 〉−1‖ = ‖(I +A−1
0 〈B〉)−1A−1

0 ‖ ≤ ‖A−1
0 ‖

1 − ‖A0‖−1‖B‖0
.

To estimate‖B‖0 we write explicitly the definition ofB and use the following computer-
assisted bounds

‖R‖0 ≤ 1.43780490153865715166812155290155,

‖RL‖0 ≤ 68.8071599209183467048665730038651,

‖RG‖0 ≤ 64.3060545612114280147776693441263,

‖RLL‖0 ≤ 56614.1072116429904165317710256315,

‖RLG‖0 ≤ 56755.0234606639063731168541598635,

‖RGG‖0 ≤ 28205.7872421132384032285133772315.

In this way one obtains

T̃ (+)
0 ≡ 8.567100579602744072852019085722171,

T̃ (−)
0 ≡ 8.559621778472845438209667021368791.

A bit more delicate is the evaluation ofF0 andG0, i.e.of the norms of the error functions
f andg. We shall follow the classicalCauchy’s majorant method(see [9], chapter 5 for
generalities).

We recall that if

α(y) ≡
∑
k∈Np

αk(y − y0)k and ᾱ(y) ≡
∑
k∈Np

ᾱk(y − y0)k
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are smooth functions ofy in a neighbourhood ofy0 ∈ Rp, ᾱ is said tomajorizeα and
is denoted

α ≺ ᾱ ,

if
|αk| ≤ ᾱk , ∀ k .

For example, for anyn ∈ Zp,

cosn·x ≺ cosh(|n1|x1+· · ·+|np|xp) , sinn·x ≺ sinh(|n1|x1+· · ·+|np|xp) . (5.11)

We need a little technical lemma.

Lemma 5.1. Letν, p ∈ Z+ and let

α(x, y) ≡
∑

n∈Zp:|n|≤ν

cn(x)αn(y) ,

wherecn(x), for eachn, is eithercosn · x or sinn · x (x ∈ Tp) and theαn’s are
analytic functions on a complex ball aroundy0 ∈ Rp. FixM ∈ N. Letb0 ≡ y0 and, for
1 ≤ j ≤ M , let a(j)(θ) andb(j)(θ) be givenRp-valued functions ofθ ∈ Tp analytic on
1ξ for someξ > 0. Let ᾱn(y) be analytic functions such that

αn ≺ ᾱn , (∀ |n| ≤ ν) .

Let ā0 ≡ (ξ, ..., ξ), b̄0 ≡ (|y01|, ..., |y0p|) and, for 1 ≤ j ≤ M let ā(j) and b̄(j) be
p-vectors with nonnegative components such that

‖a(j)
i ‖ξ ≤ ā(j)

i , ‖b(j)
i ‖ξ ≤ b̄(j)

i , (∀ 1 ≤ j ≤ M , ∀ 1 ≤ i ≤ p) .

Finally, denote

c̄n(x) ≡
{

cosh(|n1|x1 + · · · + |np|xp) if cn = cosn · x
sinh(|n1|x1 + · · · + |np|xp) if cn = sinn · x

and let

α̃(ε, θ) ≡ α
(
θ +

M∑
j=1

εja(j)(θ),
M∑
j=0

εjb(j)(θ)
)
,

β(ε, θ) ≡
∑

j≥M+1

εj
[
α̃(·, θ)

]
j
,

ϕ(ε) ≡
∑

|n|≤ν

c̄n

( M∑
j=0

εj ā(j)
)
ᾱn

( M∑
j=0

εj b̄(j)
)
,

where, of course, the operator[·]j refers toε-expansions. Then, for all̄ε > 0,

‖[α̃(·, θ)]j‖ξ ≤ [ϕ]j , ∀ j ≥ 0 ;

sup
|ε|≤ε̄

‖β‖ξ ≤ ϕ(ε̄) −
M∑
j=0

ε̄j [ϕ]j . (5.12)
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Proof. Observe that, by (5.11), for any fixedθ ∈ 1ξ, one has

cn

( M∑
j=0

εja(j)(θ)
)

≺ c̄n

( M∑
j=0

εj ā(j)
)
,

and also that41

αn

( M∑
j=0

εjb(j)(θ)
)

≺ ᾱn

( M∑
j=0

εj b̄(j)
)
.

These relations imply that for allθ ∈ 1ξ, α̃(·, θ) ≺ ϕ, which implies immediately
(5.12). �

In order to apply the lemma to our situations we need the following obvious majoriza-
tions. Letz ∈ C with |z| < 1; let42 y10, y20 be positive numbers and let|y1 − y10| < 1,
|y2 − y20| < 1; finally lets be a positive integer. Then

√
1 − z ≺ 2 −

√
1 − z , (1 − z)−

1
2 ≺ (1 − z)−

1
2 ;

y2

y1
≺ y2

2y10 − y1
,

(y2

y1

)2
≺

( y2

2y10 − y1

)2
;

e(y1, y2) ≺ ē(y1, y2) ≡ 2 −

√
1 −

( y2

2y10 − y1

)2
;

e−1(y1, y2) ≺
(

1 −
( y2

2y10 − y1

)2
)−1/2

;

y−s
1 ≺

( 1
2y10 − y1

)s

, −2
( 1

2y2
1

− y2

)
≺ 2y2 +

( 1
2y10 − y1

)2
.

Using the above observations, one gets the following evaluations of the norm bounds
F0 andG0:

F (+)
0 ≡ 1.875530182753837192126197355672179· 10−23 ,

F (−)
0 ≡ 1.881443228644026073096600123652624· 10−23 ,

G(+)
0 ≡ 1.524340973886308626744645639896068· 10−20 ,

G(−)
0 ≡ 1.573241367452682546591639160273634· 10−20 .

5.3. Step 3: Application of the KAM algorithm and of the KAM Theorem.We proceed
to apply the KAM algorithm and the KAM Theorem worked out in Sect. 4.3: recall 3) of
Sect. 1 and Remark 4.4. Also this step is computer-assisted; however double precision
(rather than quadruple precision) will usually be good enough. We discuss in detail
the case with initial data (L+, G+); the case with initial data (L−, G−) is completely
analogous43 and we spare the reader more data which would not shed much more light.

41 Recall the basic facts of majorization theory (see, e.g., [9]): sum, multiplication and composition are
preserved by majorizations.

42 To avoid confusion with the norm parameterG0 we denote here the action-variables by (y1, y2).
43 Actually, the (L+, G+)-case “converges” after three iterations ofK while the (L−, G−) case after four.
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Remark 5.2.The quantities with an index 0 refer (as in Step 2 above ) to our choice of
the initial approximate solution. To such initial approximate solution we apply a few
times [respectively three times for the case with initial data (L+, G+) and four times for
the case with initial data (L−, G−)] the KAM algorithm obtaining new approximate
solutions (u(1), v(1)),...,(u(3), v(3)) [for the case with initial data (L+, G+), while for the
case with initial data (L−, G−) we consider also (u(4), v(4))]. The input of the KAM
Theorem will be respectively (u, v) ≡ (u(3), v(3)) (with the relative norm bounds given
by the KAM algorithm) for the case with initial data (L+, G+) and (u, v) ≡ (u(4), v(4))
for the case with initial data (L−, G−). Quantities referring to the input of the KAM
Theorem will carry no index(and beware of the difference between ˜u(j) andu(j)).

Since we shall consider only the case with initial data (L+, G+) we shall drop from
the notation the suffix(+).

To apply the KAM algorithm we have to fix the values of the “angle” analyticity
widths, namely the values of̄ξ andξ0 [see (4.23)] and ofξ1 ≡ ξ′ [see (4.24)] and44

ξ2 ≡ ξ′
1, ξ3 ≡ ξ′

2. We choose45

ξ̄ ≡ 0.201, ξ0 ≡ 0.2 , ξ1 = 0.1 ,

ξ2 = 0.05 , ξ3 ≡ 0.0025.

We also fix the valuer appearing in (4.23) asr ≡ 0.001.
After three steps of the KAM algorithm we shall apply the KAM Theorem, we

therefore let

ξ ≡ ξ3 ≡ 0.0025, ξ̂ ≡ ξ

2
≡ 0.00125.

Next, we need estimates on the derivatives of the Hamiltonianh(x, y) appearing in the
definitions of�,...η in Theorem 1.1 [recall (4.21)]. These estimates (which do not change
in the iteration) are straightforward and one obtains:

E ≤ 0.834569178062801416845925922143676,

E0,2 ≤ 56.5486438633162084677890669788006,

E1,1 ≤ 1.186694583405233167666977446730261· 10−3 ,

E0,3 ≤ 24606.1421916127359268759358546612,

E1,2 ≤ 3.96265819827614919370110457943010,

E2,1 ≤ 2581.05325817214297337992701624725,

E3,0 ≤ 1.747949724005794044987232216957351· 10−4 .

Now we iterate the mapK three times: conditions (4.23), (4.26) and (4.28) are satisfied
for j = 0, 1, 2, 3 (as it is easy to check using the values (Uj , ..., T̃j) reported here). The
(double precision) iterated values of the mapK are the following. After the first iteration:

U1 ≤ 1.309817593322689· 10−5 , V1 ≤ 1.45622036006177,

M1 ≤ 1.00002126646582, M1 ≤ 1.00002126691809,

Ṽ1 ≤ 7.453583421789768· 10−7 , F1 ≤ 4.006354647833255· 10−24 ,

G1 ≤ 1.368656716949379· 10−25 , T̃1 ≤ 0.834604675233853.

44 Recall thatξj+1 = ξj − δj , where theδj ’s are such thatδ0 > δ1 > δ2... and
∑

δj < ξ.
45 These values have been chosen by “optimizing” (trial and error) the KAM algorithm.
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After the second iteration:

U2 ≤ 1.309817593322718· 10−5 , V2 ≤ 1.45622036006177,

M2 ≤ 1.00002126646582, M2 ≤ 1.00002126691809,

Ṽ2 ≤ 7.453583426051443· 10−7 , F2 ≤ 1.209224397282491· 10−31 ,

G2 ≤ 2.301233775774239· 10−33 , T̃2 ≤ 0.834604675233862.

After the third iteration:

U3 ≤ 1.309817593322718· 10−5 , V3 ≤ 1.45622036006177,

M3 ≤ 1.00002126646582, M3 ≤ 1.00002126691809,

Ṽ3 ≤ 7.453583426051448· 10−7 , F3 ≤ 8.855523608162042· 10−44 ,

G3 ≤ 3.174732732716713· 10−46 , T̃3 ≤ 0.834604675233862.

The quantities�1,...,η defined in Theorem 4.2 (recalling Theorem 4.1) are immediately
computed using the above values and one obtains

α ≤ 88530999255.1887, η ≤ 1.185668436207269· 10−38 .

With such values condition (4.31) is satisfied, in fact we obtained46

ηα M7M
9
ξ−2(2τ+1)216τ+23 τ !4 ≤ 3.584973875295102· 10−8 < 1 ,

so that Theorem 1.1 holds. �

A. Some Computer-Assisted Data

We first report thetrigonometric degreesνj ,ν′
j appearing in the Fourier-Taylor expansion

of the approximate solution (u(0), v(0)) (obtained as the fifthε-order truncation of the
formal solution)

u(0) =
5∑

j=1

εj
∑

0<|n|≤νj

ũ(j)
n expin · θ , v(0) =

5∑
j=0

εj
∑

0<|n|≤ν′
j

ṽ(j)
n expin · θ .

We give the result by components: for ˜u(j) we found:

Orderj Fourier deg. of ˜u(j)
1 Fourier deg. of ˜u(j)

2
1 5 5
2 15 15
3 25 25
4 35 35
5 45 45

For ṽ(j):

46 According to the above conventionM andM are, in fact, the valuesM3 andM3.
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Orderj Fourier deg. of ˜v(j)
1 Fourier deg. of ˜v(j)

2
0 0 0
1 5 5
2 14 11
3 24 21
4 34 31
5 44 41

The number of Fourier componentsof u(0) and ofv(0) is given for each order of the
Taylor series expansion in powers of the perturbing parameterε. We report only those
components with Fourier index (n,m) with n > 0 orn = 0 andm ≥ 0.

Foru(0) we found:

Orderj Fourier coeff. of ˜u(j)
1 Fourier coeff. of ˜u(j)

2
0 0 0
1 5 5
2 35 35
3 93 93
4 179 179
5 293 293

Forv(0) we found:

Orderj Fourier coeff. of ˜v(j)
1 Fourier coeff. of ˜v(j)

2
0 6 5
1 34 26
2 92 76
3 178 156
4 292 264
5 436 400

Finally, we report now the intervals containing the five components of the function
ũ(1)

1 . For the initial data (L+, G+) we obtained47:

0.6730562643923955199965449172780 + [58, 87] · 10−33 ,

0.2979062447302117191526526718571 + [77, 85] · 10−33 ,

1.482946598095398011285563691781 + [19, 25] · 10−32 ,

−0.4589344174885537366679779722512 + [53, 41] · 10−33 ,

−0.2010745230469404094053836635164 + [22, 14] · 10−33 .

For the initial data (L−, G−) we obtained:

47 The notationx + δ[a, b], with δ > 0 anda < b, means [x + δa, x + δb]: for example,

0.6730562643923955199965449172780 + [58, 87] · 10−33 =

[0.673056264392395519996544917278058, 0.673056264392395519996544917278087].
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0.6766043577880158539656402750183 + [17, 48] · 10−33 ,

0.3061845611995878973674729226746 + [45, 54] · 10−33 ,

1.488798647829940896171271103877 + [83, 90] · 10−32 ,

−0.4659443843426364961646113772143 + [22, 11] · 10−33 ,

−0.2018899370701671721933153371788 + [70, 62] · 10−33 .
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