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An analysis of the 3D wave pattern generated by a ship in stationary forward motion has been
performed with a specific focus on the bow breaking wave. For this purpose a novel 3D parallel
SPH solver has been designed and preliminarily tested using a specifically conceived geometry. Since
the numerical effort to simulate 3D flows is considerable, an ad hoc hybrid MPI-OpenMP programming
model has been developed to achieve simulations of hundred million of particles running on a com-
puter cluster. The outcomes have been compared with experimental measurements and numerical
results from RANS calculations.
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1. Introduction

The present work deals with the analysis of bow waves gener-
ated by a ship in steady-state forward motion with specific focus
on the prediction/description of breaking events. From a physical
point of view, it is important to understand how the bow wave
breaking process develops and how it modifies the flow field. For
example, the evolution of the ship wakes is crucial for the ship
signature and has relevant implications in military fields.

In the last years, the progress made by the experimental and
numerical studies has shed light on the main features of this phe-
nomenon. At present, some of the most used numerical models for
free-surface flows are RANS schemes with Volume of Fluid or
Level-Set algorithms. These solvers are able to deal with 3D break-
ing wave phenomena and, specifically, the evolution of bow break-
ing waves (see, for example, [1,2]). Recently, SPH method has been
used to study the dynamics of breaking waves proving to be a reli-
able numerical method for these phenomena (see e.g. [3,4]). As for
the naval hydrodynamic context, several examples of SPH applica-
tions can be found in literature (see e.g. [5–9]). However, an in-
depth study of SPH capability in dealing with ship-induced 3D
wave patterns is still missing. As far as the analysis of bow waves
is concerned, Colagrossi et al. [10] proposed a 2D+t SPH model that
gave a good qualitative description of the breaking phenomenon. A
further inspection of this model has been provided in [11] where
ll rights reserved.
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the minimum discretization required to catch the breaking incep-
tion has been determined.

In the present work, a 3D SPH solver is described and tested in
order to model the 3D wave pattern generated by a ship in steady-
state forward motion. This purpose is very demanding in the SPH
framework since, differently from the RANS schemes, the use of
varying spatial discretization is not straightforward. With respect
to this, Hernquist and Katz [12] and Nelson and Papaloizou [13]
proposed SPH schemes based on a h-variable formulation (here, h
indicate the reference length for the SPH interpolation). Unfortu-
nately, these schemes are quite complex and difficult to parallelize
and may be not robust enough when strong particle mixing occurs.
For these reasons, it has been preferred not to implement
h-variable formulations.

The request for a large enough fluid domain to avoid wave
reflection at the boundaries and the choice of an SPH scheme with
a constant h imply that a standard 3D SPH simulation generally
contains about 108 particles. For this reason, a hybrid MPI-OpenMP
programming model has been developed.

A preliminary assessment of the capabilities of the 3D solver
has been performed on a test case specifically conceived. The com-
parison with the results obtained by using the 2D+t SPH model al-
lowed to find the minimum discretization necessary to describe
the plunging jet. Then, the 3D SPH solver has been used to simulate
the wave pattern generated by the Alliance ship in forward motion.
The SPH results have been compared with experimental measure-
ments and with the simulations obtained by a RANS solver coupled
with a Level Set algorithm.

http://dx.doi.org/10.1016/j.compfluid.2012.08.008
mailto:a.colagrossi@insean.it
http://dx.doi.org/10.1016/j.compfluid.2012.08.008
http://www.sciencedirect.com/science/journal/00457930
http://www.elsevier.com/locate/compfluid


Fig. 1. Schema adopted for the solid boundary treatment.
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2. Numerical scheme

2.1. The adopted SPH model

As generally assumed by SPH practitioners, the fluid is consid-
ered to be barotropic, weakly-compressible, and inviscid. The flow
evolution is then governed by

Dq
Dt ¼ �qr � u; p ¼ c2

0ðq� q0Þ
q Du

Dt ¼ �rpþ qf

(
ð1Þ

where q, p and u are respectively the density, pressure and velocity
fields; f is the body force field, q0 is the density at the free surface
and c0 is the reference speed of sound.

In this framework, the d-SPH scheme proposed by Antuono et al.
[14] and validated in [15] and [16] is adopted. In such SPH model a
proper artificial diffusive term is used into the continuity equation
in order to remove the spurious numerical high-frequency oscilla-
tions in the pressure field. As usually done for weakly-compressible
SPH models, an artificial viscous term is also included in the
momentum equation for stability reasons (see e.g. [17]).

Since the artificial viscosity does not correspond to a physical
viscosity, it has been possible to implement a free-slip condition
along solid profiles as if the fluid was inviscid. Note that the viscos-
ity play a negligible role on the generation of the ship wave pattern
and numerical solvers based on potential flow theory are often
used to calculate the wave field. The main limit of those solvers
is the breaking wave phenomena that cannot be taken into account
in the potential theory framework. Conversely, the SPH model can
simulate breaking events.

Differently from the RANS Level-Set solver, the SPH scheme
does not implement any turbulence closure. This choice is moti-
vated by the fact that, despite turbulence plays a relevant role dur-
ing wave breaking, no turbulence model is validated for such kind
of flow. For this reason the widespread ‘‘artificial viscosity’’ ap-
proach has been preferred. Incidentally, we underline that the
implementation of turbulence in SPH schemes is an ongoing field
of research (see e.g. [18,19]).

2.2. Boundary conditions

One of the main advantages of the weakly compressible SPH
formulation is that the free-surface boundary conditions are
implicitly satisfied (for details see [20]). Thanks to this feature, it
is not necessary to detect at each time step the particles belonging
to the free surface to enforce the dynamic boundary condition (i.e.
the pressure value). This is a worthy advantage especially for 3D
flows where the free surface configuration/evolution may be very
complex. Conversely, it is well known in the SPH literature that
the enforcement of the boundary condition on a solid surface can
be quite a complicated matter. Different techniques have been pre-
sented over the years, those based on ghost-fluid method are
among the most promising (see e.g. [17,21,16]). Unfortunately, this
kind of techniques are very difficult to manage in 3D, especially
when solid surfaces are characterised by complex geometries. To
enforce solid boundary conditions along the ship hull and the
boundary walls, a robust and simple method is needed. To this pur-
pose, the technique recently presented by De Leffe et al. [22] has
been adopted. Such a technique has been developed in the context
of Riemann-SPH methods and in the present work is reformulated
in the context of the standard SPH scheme. In the following the
main points of such a technique are reported.

The SPH gradient of a generic function f is approximated by the
convolution integral:

hrf iðrÞ ¼
Z

X
rf ðr�ÞWðr � r�ÞdV� ð2Þ
where X is the fluid domain and W a kernel function. Using an inte-
gration by parts and the symmetry properties of W, the previous
relation can be rewritten as follows (see e.g. [12]):

hrf iðrÞ ¼ �
Z

X
f ðr�ÞrWðr � r�ÞdV� þ

Z
@X

f ðr�ÞWðr � r�Þn�dS�

ð3Þ

With respect to (2), the gradient operator has been moved from the
function f to W and a second term appears as a surface contribution
along the boundary of the fluid domain. Here, n represents the nor-
mal unit vector to the boundary @X pointing outwards the fluid do-
main. Starting from this relation, it is possible to derive the discrete
differential operators used in the SPH model for a generic particle i
(see e.g. [20]):

hdivuii ¼
X

j

ðuj � uiÞ � rWijVj þ
X

k

ðuk � uiÞ � nkWijSk

hrpii ¼
X

j

ðpj þ piÞrWijVj þ
X

k

ðpk þ piÞnkWijSk

8>><
>>: ð4Þ

The summations on j are performed on the fluid particles in the
neighbourhood of the particle i while the summations on k are
made on the nodes of the discretized boundary @X (see sketch in
Fig. 1). As mentioned at the beginning of this section, it is not nec-
essary to evaluate the boundary terms on the free surface while
they have to be considered along the solid surface to enforce the so-
lid boundary conditions. In the present work a free-slip condition is
used in order to avoid the complexities related to the evaluation of
boundary layers along the ship hull. This simplification is well-
posed since the viscous effects on the wave pattern are generally
negligible.

In the first equation of (4) the value uk is replaced by the veloc-
ity of the solid surfaces at the position rk. Conversely in the second
equation of (4) the pressure pk on the solid surfaces is not known a
priori. Then, a Taylor expansion around the particle i is used:

pk ¼ pi þrpi � ðrk � riÞ þ Oðkrk � rik2Þ ð5Þ

that is:

pk ¼ pi þ
@pi

@nj
ðrk � riÞ � nk þ

@pi

@sk
ðrk � riÞ � sk þ

@pi

@bk
ðrk � riÞ � bk

þOðkrk � rik2Þ ð6Þ

where sk and bk are the unit vectors tangent to the solid profile at rk,
(nk,sk,bk) being an orthogonal triad. The subsequent step is to
approximate the partial derivatives of the pressure field along the
normal and tangential directions. In the latter case, it could be



Fig. 2. Example of division of the fluid domain over processors.
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simply assumed that the body forces are predominant with respect
to the inertial forces:

@pi

@sk
¼ qg � sk þOðhÞ

@pi

@bk
¼ qg � bk þOðhÞ ð7Þ

The normal pressure gradient in (6) can be derived by the projection
of momentum equation in the nk direction:

@pi

@nk
¼ qðg � nk � ai � nkÞ ð8Þ

where ai is the acceleration of the i-th particle. A simple approxima-
tion of ai is obtained by imposing the impermeability condition
along the solid profiles and is briefly described in the following.
At time t the particle i close to the solid body is characterised by
a normal velocity ui � nk. Due to the impermeability of the solid sur-
face, a wave signal, travelling at the speed of sound c0, is reflected
by the wall and comes back to the particle i after a time interval
equal to (rk � ri) � nk/c0 nullifying the normal velocity ui � nk. There-
fore the acceleration ai � nk can be expressed as follows:

ai � nk ¼ �
c0ðui � nkÞ
ðrk � riÞ � nk

ð9Þ

Then, substituting (8) and (7) in (6), we, finally, get:

pk ¼ pi þ qc0ðui � nkÞ þ qg � ðrk � riÞ ð10Þ

This expression is used to evaluate the boundary term of the pres-
sure gradient given in (4). That Eq. (10) is the same derived in [22]
in the framework of Finite Volume with Characteristic Flux scheme.

Finally, to study the problem of a ship moving forward at a con-
stant speed, the definition of suitable inflow/outflow boundary
conditions is required. This is achieved through a 3D-extension
of the algorithm proposed by Federico et al. [23] where suitable
sets of inflow and outflow particles are defined to enforce up-
stream and downstream conditions.

2.3. Parallelization strategy

To perform intensive computations like the simulation of the
bow wave breaking, it is necessary to develop a 3D parallel solver
able to run efficiently on a computer cluster. The solver has been
built targeting a simulation of hundreds of millions particles. The
formalism used with the compressible-SPH model is fully explicit,
that is a real advantage to parallelize the code. However, because of
the Lagrangian nature of the method, the parallelization of the
code is not trivial and specific algorithms have to be designed
and validated (see e.g. [24–27]).

Contrary to mesh-based methods for which a fixed grid is em-
ployed, the SPH method relies on moving particles advected by
the calculated fluid flow. Depending on the problem at hand, large
particle displacements may occur. The parallel scheme must take
this specificity into account.

The Lagrangian nature of the SPH scheme also implies a major
disorder of the particle distribution and, consequently, the pres-
ence of scattered data in memory. Note that for mesh-based meth-
ods, the connections are fixed during the calculation: the
neighbourhood of a given cell of interest remains the same
throughout the calculation. Thus, a recurrent pattern of interpola-
tion can be used, simplifying the parallelization scheme. Unfortu-
nately, such a simplification is not possible in the SPH formalism,
the neighbourhoods of SPH particles constantly changing during
the calculation. Therefore, the core of the parallelization algorithm
is centred on the neighbour search procedure. The communication
of neighbouring particles belonging to different processors must be
handled considering the update and trade-off of the processor
working loads. The parallelization strategy adopted here combines
a domain decomposition, performed on distributed memory archi-
tectures through MPI paradigm, and a data decomposition, imple-
mented on shared memory architectures through OpenMP
directives. The simulations shown in the present work have been
performed at the CASPUR supercomputing centre in Rome. Its
architecture is composed by dual quad-core AMD Opteron (tm)
Processor 2352 ‘‘Barcelona’’ blades connected through InfiniBand
switches.

In order to simplify the MPI programming, some specific
hypotheses have been assumed in the present problem. In simulat-
ing ship’s waves the fluid domain is characterised by a dominant
length corresponding to the main flow direction. Therefore it is
possible to divide the fluid domain into parallel slices along the
main flow direction, say the x-axis, equally balancing the number
of particles per processor (Fig. 2). In this way there is just one
direction of communication between adjacent nodes. This allows
simplifying the parallelization algorithm: the more the simulated
phenomenon has a principal direction of evolution, the more the
parallelization will be efficient.

To obtain a fast neighbour search, it is common practice in SPH
to create a regular grid overlapping the computational domain.
Each cell of the grid is a cube with size equal to the kernel radius.
In this way the neighbours of each particle are found in the cells
surrounding the particle one (Cell Linked List algorithm see e.g.
[28]). At each time step the list of particles and their belonging
cells are calculated. In order to further simplify the problem, the
computational domain is separated into sub-domains that rely
on the grid used for particle neighbour search. The idea is to use
this grid to speed up the operations between processors.

Since the list of the particles belonging to different cells is al-
ready calculated, it can be used to quickly update the list of parti-
cles belonging to different processors and to determine the buffer
particles to be communicated to the adjacent processors. Consider-
ing a single processor, the buffer particles are virtual particles that
are received from the two adjacent processors and are needed to
complete the interpolation of particles placed in proximity of the
processor boundaries. In other words the buffer particles give con-
tributions to the equation of motion of the local particles but their
physical quantities are not updated because they belong to another
processor.

According to the parallelization strategy adopted, each proces-
sor extends over a finite number of cells along the x-axis, overlap-
ping for one cell the adjacent processors (see Fig. 3), while it covers
all the computational domain along the y-axis and z-axis. In this
way, a single layer of cells is scanned looking for particles to be
sent to the adjacent processor as buffer particles. With this ap-
proach, it is also straightforward for each processor to update its
belonging particles. As already mentioned, the particles cross nat-
urally the processors boundaries. These particles are sent together
with buffer particles and hence are assigned in the cells of the



Fig. 3. Sketch of the cell grid and processor sub-domains.
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receiving processor. Then, each processor scans the cells of its own
sub-domain to update the list of particles.

As concerns the load balancing, it is necessary to pay attention
to some constraints resulting from the parallelization strategy
adopted. Firstly, the sub-domain size of the processor can change
just along the x-axis. Secondly, the length of the sub-domains
has to be equal to a multiple of the cell size, meaning that each pro-
cessor has to exchange at least the amount of particles contained in
a cell plane parallel to the yz-plane. During the simulation, the bal-
ancing algorithm is called whenever the most loaded processor has
a number of particles that exceeds the average number of particles
per processor by a specific threshold. The procedure is designed to
balance processors load through a diffusive-like process. Each pro-
cessor compares its number of particles with the one of the adja-
cent processor. If it is greater, the cell planes (starting from the
one nearest to the receiver) that contains a number of particles
as close as possible to the half of the unbalance between the two
processors are sent to the adjacent processor. In this way it is not
necessary to use collective communications to balance CPU loads.

During the simulation, the balancing algorithm is called when-
ever the most loaded processor has a number of particles that ex-
ceeds the average number of particles per processor by a specific
threshold. The cost of the balance algorithm itself is about 2% of
a whole Runge–Kutta cycle, resulting in a negligible overhead on
the whole computational cost.

In the SPH scheme the particle interaction loops represents the
largest part of the computational costs, therefore a highly efficient
data decomposition can be performed with OpenMP directives
eliminating race conditions. In particular, the pair symmetry of
particle interactions is not used leading to a slow down of the serial
code but, on the other hand, allowing for an effective fork of the
interaction loops. Similar considerations have been drawn also by
other research groups regarding GPU implementations of SPH
(see e.g. [29]). The resulting parallel efficiency is over 90% with
eight cores considering the serial code without taking advantage
of pair symmetry.

The advantage of adopting a hybrid implementation relies on
the fact that the simple 1D domain decomposition leads to a loss
of efficiency when increasing the number of cores. Indeed, the
smaller size of each sub-domain causes a larger ratio between
communication and calculation costs. A higher efficiency is ob-
tained by introducing a data decomposition of particle interaction
loops through OpenMP paradigm which effectiveness does not de-
pend upon particles spatial configuration.

An example of the overall speed-up is displayed in left plot of
Fig. 4 for the problem of a uniform flow in a rectangular open chan-
nel. The curves are obtained firstly increasing the number of Open-
MP threads used (from 1 up to 8) and then increasing the number
of MPI processes (from 1 up to 16). This result clearly shows the
effectiveness of the parallelization strategy adopted. Indeed, simu-
lations involving at least 1 million of particles can be run on 128
cores (eight threads per 16 nodes) with a fair scalability. Increasing
the number of particles the same parallel performance can be
achieved on more cores (in particular on Fig. 4 an almost linear sca-
lability is obtained using 256 cores for a simulation with 40 mil-
lions of particles). Right plot of Fig. 4 shows the gain of the
hybrid implementation against the pure MPI programming model.
The CPU time values are obtained using 128 cores for a simulation
involving 32 millions of particles and varying the combination of
the number of MPI processes and OpenMP threads.
3. Preliminary computations using a simplified geometry

In order to test the capacity of the 3D SPH code to simulate the
breaking wave, a simplified test is devised. The geometry is a chan-
nel where the right wall (in the stream-wise direction) is a ruled
surface. This surface looks similar to a ship bow characterised by
a large flare, see Fig. 5. The flow encountering it creates an over-
turning wave generating intense splash-up cycles. The inflow
velocity is fixed and a free outflow condition is given. For the lat-
eral and bottom boundaries, solid walls are used. The height of
the water inflow is indicated by H. The velocity of the inflow is
indicated by Uflow and the Froude number respect to H is defined
as FnH ¼ Uflow=

ffiffiffiffiffiffi
gH

p
.

The ruled surface, say S, can be derived as a linear combination
of the parametric representation of two lines a(t) and b(t) as
follows:

Sðt;uÞ ¼ uaðtÞ þ ð1� uÞbðtÞ u 2 ½0;1�; t 2 ½0;5�

aðtÞ :

x ¼ 5H

y ¼ 0
z ¼ Ht

8><
>: bðtÞ :

x ¼ 25H
y ¼

ffiffi
2
p

2 Ht þ 5H

z ¼
ffiffi
2
p

2 Ht

8><
>: ð11Þ
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Fig. 5. Geometry of the channel used to generate an overturning wave. View from the inflow (left) and the outflow (right). Arrows indicate the direction of the flow.
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Before running the 3D simulation a preliminary analysis has
been done using a 2D+t SPH model. This model has been adopted
in [30] to gain the physical understanding of the genesis of diver-
gent bow waves. The 2D+t approach allows to approximate the
ship motion through a set of equations which are mathematically
equivalent to those governing the unsteady two-dimensional
free-surface flow generated by a deformable body in the vertical
plane transverse to the ship. This deformable body coincides with
the ship cross-section in that plane which deforms as the ship
moves forward. The main idea is that longitudinal gradients of rel-
evant flow quantities are small compared with vertical and trans-
verse gradients. Consequently there is no transient state and the
flow is affected only by the upstream conditions.

The combination of the SPH model to the 2D+t approach has
been done in [11,31]. In the 2D+t framework a relevant parameter
is the local Froude number Frx ¼ Uflow=

ffiffiffiffiffi
gx
p

where x is the distance
from the bow section in the water-plane area. To be consistent
with the 2D+t hypothesis this local Froude number has to be of or-
der of one, therefore with increasing x values the 2D+t evaluations
become only qualitative unlike in the 3D simulation.

In this test the Froude number with respect to the depth
FrH ¼ Uflow=

ffiffiffiffiffiffi
gH

p
has been set equal to 2, this means with this

choice the Frx remains Oð1Þ for almost the whole channel length.
Therefore this preliminary 2D+t simulation can reproduce the glo-
bal evolution of the breaking wave giving the main information
regarding the relevant scale lengths to be captured in the 3D
simulations.



Table 1
Discretization data for the four simulations of the simplified geometry test case.

H/dx Npart � 106 Hpj/dx

R1 25 4 12.5
R2 30 6.5 15
R3 50 32 25
R4 60 50 30

2D+t
3D

Fig. 8. Comparison of the plunging jet shape obtained with 2D+t and 3D
simulations.
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The 2D+t results are shown in Fig. 6. The particles belonging to
the free surface (FS) are plotted in blue whereas the lagrangian
trackers identified as the two top layers of particles at t = 0 are
plotted in orange and red. The top plot of Fig. 6 shows the forma-
tion of a steep wave which forms a plunging jet with a height, Hpj,
of about 0.5H. In the following time instants (bottom plot) the jet
hits the underlying free surface causing the subsequent splash-
ing-up phenomena and the entrapping of vortical structures,
similarly as discussed in [10,32]. The vortical structures ow down-
stream under the free surface,roughly parallel to the mainstream
direction. As observed experimentally in [10] these vortical
structures contain air entrained during breakings and resemble
air tunnels, which can be seen from above. The presence of these
air tunnels also represent an issue for the ship signatures.

The time evolution of the lagrangian trackers enables to high-
light this generation of vorticity from the free surface breaking
(for details see [16]). To simulate this kind of flow a proper spatial
discretization is needed and in particular the plunging jet needs to
be properly discretized. In particular the 2D+t analysis suggests
that at least 20 particles in the jet height should be used to catch
the wave breaking:

dx < Hpj=20 ð12Þ

This relation implies that particles with a size lower than H/40
should be used for simulating this flow correctly.

Concerning the 3D simulation, four tests (labelled R1, R2, R3 and
R4 see Table 1) with different spatial resolution have been per-
formed in order to verify the convergence of the numerical scheme
as well as the validity of the constrain (12).

In Fig. 7, transversal cuts relative to each test are shown just be-
fore the closure of the plunging jet. These cuts refer to the time in-
stant t = 14(g/H)1/2 when the unsteadiness of the initial transient
state can be considered ended. As expected from the 2D+t analysis
the spatial resolution of the R1 test is insufficient to reproduce cor-
rectly the plunging jet while very few differences are noticed be-
tween the two finest cases R3, R4.

In Fig. 8, the shapes of the plunging jet obtained by the 2D+t and
the R4 simulations have been compared. Even if differences be-
tween the two models are evident the size of the jets are quite
2.5 3 3.5 4

1.5

2

z/H

x/H = 9.8

H/dx= 25

2.5 3 3.5 4 4

1.5

2

z/H
x/H = 8.9

H/dx= 50

1

Fig. 7. Transversal cut for the simplified geometry simulations R
close and also the particle velocities are very similar. This confirms
the validity of the 2D+t approach as preliminary analysis of such
type of flow.

Fig. 9 shows the contour plot of the wave elevation for the four
3D cases. From these top views the convergence of the numerical
solution can be appreciated. The breaking phenomena are well
caught only for the two finest discretization in which the typical
scar-lines generated by successive splash-ups are well visible
(see e.g. [32]). For R1, R2 the plunging jet is under resolved and
the consequent splash-ups are too weak, consequently, the related
particles remains on the upper layers without penetrating in the
fluid bulk.

Similarly to what has been done in the 2D+t analysis for the R4
test, lagrangian trackers have been defined using the upper layer of
the inflow particles. Top plot of Fig. 10 shows the entrapment of
such trackers (particles coloured in orange) in vortical structures
generated during the successive splash-ups. To appreciate the 3D
nature of such a vortical structure in the bottom plot of Fig. 10 a
3D underwater view towards the free surface is depicted.

Finally Fig. 11 shows a 3D view of the free surface which is col-
oured according to the modulus of the vorticity, highlighting the
high vorticity regions on the splash-up front.
4. Simulation of a ship in steady forward motion

4.1. Description of the computational domain

The main objective of this work is to simulate the free surface
flow around a ship in forward motion. In particular, the hull of
the Alliance ship has been selected since experimental data are
available to validate the present numerical model (see Fig. 12
and Table 2 for body plan and the hull characteristics).

The study is divided in two parts:

� the validation of the code on the global wave pattern;
� a detailed study of the evolution of the bow wave and the

breaking inception.
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H/dx= 30

2.5 3 3.5 4 4.5

.5
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z/H

y/H

x/H = 8.9

H/dx= 60

1 (top-left), R2 (top-right), R3 (top-left) and R4 (top-right).



Fig. 9. Wave elevation at the steady state for the simplified geometry simulations R1 (top-left), R2 (top-right), R3 (top-left) and R4 (top-right).
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Fig. 10. 3D view of the overturning wave generated in the simplified geometry at t = 15(H/g)1/2. The particles belonging to the free surface are coloured in blue whereas the
lagrangian trackers identified as the first top layer of particles at the inflow are coloured in orange. Top plot: view from the outflow; bottom plot: underwater view towards
the free surface. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)



Fig. 11. Contour of the modulus of the vorticity, t = 15(H/g)1/2.

Fig. 12. Sketch of the problem.

Table 2
Alliance ship parameters.

Full scale Numerical scale

Length Lpp (m) 82 1
g (m/s2) 9.81 1
Breadth B (m) 15.2 0.186
Draft D (m) 5.2 0.063
Displacement D 2920 (t) 5.3 (m3)
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The simulations are carried on in the frame of reference of the
ship, z is the vertical axis (opposite sense respect to gravity), x
the longitudinal axis of the hull (stream-wise positive), and y the
Fig. 13. Body plan of t
transversal axis of the model. A forced inflow is fixed at 0.25Lpp
from the bow, and a free outflow condition is given at the farthest
possible distance from the stern. As concerns the lateral and bot-
tom boundaries, solid walls are used (no models to enforce the
radiation condition are present in SPH literature). The Froude num-
ber of the computation is set to Fr = 0.328 (18.1 knots in full scale)
in order to compare the numerical outcome with the experimental
data [33]. A qualitative sketch of the numerical domain is depicted
in Fig. 12 while its dimensions are discussed in the following.

In 3D the computational effort to reach a sufficient discretiza-
tion is considerable because the fluid domain has to be large en-
ough to simulate a deep water behaviour and avoid wave
reflections at the boundaries [35]. As a consequence, the resulting
testing condition is necessarily a compromise.

4.2. Pre-processing of ship geometry

In the SPH solver the body surface is defined by a list of points,
each being associated with normal vectors. Each point represents a
piece of surface. The discretization of the body surface is achieved
importing the CAD design into a software for mesh generation. A
triangularization of the surface is performed and the area and nor-
mal of each triangle is associated with a point placed at the cen-
troid. The numerical scale of the ship model is displayed in
Table 2 whereas the ship body plan of the Alliance vessel is de-
picted in Fig. 13.

4.3. Remarks on breaking bow wave from the 2D+t analysis

For the analysis that follows, it is useful to take advantage of
2D+t SPH studies to simulate the breaking bow wave (see Section 3
and [11]). For high or medium Froude numbers, the evolution of
he Alliance vessel.



Fig. 14. 2D+t around the Alliance hull (see [31]): snapshots of plunging jet of the bow wave for Fr = 0.33. Ship section x/Lpp = 0.13.

Table 3
Numerical parameters for the wave pattern computations.

Ldomain [�Lpp] Ydomain [�Lpp] Hdomain [�Lpp] Npart [�106] D/dx [�(g/Lpp)1/2] tf [�Lpp] dx Multires ratio

Ship1 2.25 0.8 0.56 65 25.2 10 0.0025 1
Ship2 1.25 0.8 0.26 17 25.2 5 0.0025 1
Ship3 1.25 0.8 0.26 22 38 4 0.0017 1.5
Ship4 1.25 0.8 0.26 145 75.9 4 0.0008 1.5
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the bow wave is characterised by the generation of a first plunging
jet that triggers a cyclic splash-up process. The 2D+t simulations
can be useful to get an estimation of the size of the plunging jet.
Fig. 15. Contours of the wave elevation for Fr = 0.328; experimental results (top), SPH re
front.
The Froude number used for the Alliance vessel in the 2D+t scheme
is the same used for the 3D simulation presented in the next
section (see [31]). Note that Fr = 0.328 is too small for a correct
sults (middle), RANS results (bottom). The dashed line highlights the breaking wave
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Fig. 16. Longitudinal wave cut a y/Lpp = 0.12. The red plot represents the result for the RANS calculation while the blue plot is referred to the SPH simulation Ship1. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 17. Longitudinal wave cut a y/Lpp = 0.24. The blue plot represents the result for the SPH Ship1 calculation, the black triangles are extracted from the experimental data.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 18. Wave patterns for the cases Ship2 (top) and Ship3 (bottom).
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Fig. 19. Contours of the wave elevation for the experiment and SPH simulations Ship1 and Ship4. The dashed line highlights the breaking wave front.

Fig. 20. Top view of the breaking front SPH simulation Ship4.

Fig. 21. Breaking bow wave during experiments at DGA-Hydrodynamics (top) and
3D view of the breaking bow wave in the SPH simulation Ship4 (bottom plot), Fn
0.328.

Fig. 22. Details of the breaking bow wave during experiments at DGA-Hydrody-
namics, Fn 0.328.
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evaluation of the whole wave pattern through the 2D+t model (see
e.g. [34]). Fig. 14 shows a detail of the plunging jet obtained from
the 2D+t SPH model described in [31]. The characteristic height
of the plunging jet is Hpj = 0.008Lpp. Since this is very small, it is
quite challenging to capture in 3D simulations. As shown in [11],
a proper spatial discretization is needed to discretize the plunging
jet. In particular the analysis conducted in Section 3 where 3D
breaking wave is simulated around a simplified ship bow suggests
that the relation (12) has to be verified. This relation in the present
case is equivalent to D = 150dx, where D is the ship draft.
5. Discussion of the results

In this section, the 3D SPH code is validated by comparing the
global wave pattern and the breaking bow wave pattern generated
by the Alliance vessel with the experimental data from DGA-
Hydrodynamics, see [33]. The measurements have been done
thanks to a technique involving an ultrasonic probe coupled with
optic registration. The error associated with the data has been
quantified in 10�3Lpp. The cartesian coordinate system has its ori-
gin fixed at the intersection between the still water level and the
first perpendicular of the ship. The x-axis points forward and the
z-axis points up.

In Table 3 details of the SPH computations are given. The Ship1
testcase is conceived to compare the global wave pattern. Ship2 is
performed with the same resolution but adopting a shorter domain
in length and depth in order to focus on the features of the break-
ing bow wave. Ship3 and Ship4 are obtained using the same domain
adopted in Ship2 but introducing a multi-resolution technique this
time (see Section 5.2). All the adopted domain dimensions have
been chosen in order to avoid influences of the bottom and side
walls on the wave pattern (see e.g. [35]).
5.1. Analysis of the global wave pattern

The analysis of the global wave pattern is performed on the SPH
results of Ship1 in Table 3.

A numerical reference solution is achieved using a RANS – Le-
vel Set code (INSEAN Xnavis code [2]). For the RANS solution two
chimera blocks have been used: one with high resolution close to
the ship, and one much coarser far from the hull. Differently
from the SPH simulation, a no-slip boundary condition has been



Fig. 23. Longitudinal wave cut a y/Lpp = 0.18. The blue plot represents the result for the SPH calculation with coarse resolution (Ship1), red plot reports SPH results with fine
resolution (Ship4), black triangles are extracted from the experimental data. (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
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enforced in the RANS solution and therefore the inner mesh has
been stretched to capture the velocity gradient in the the bound-
ary layer region. Just outside the latter region, the grid size is
similar to the SPH particle size in Ship1 (0.0025Lpp), while far
from the hull the resolution of the second chimera block be-
comes coarser (0.015Lpp).

Top plot of Fig. 15 reports experimental measurements of the
wave elevation, the middle plot of Fig. 15 shows the SPH wave con-
tour whereas the bottom panel shows the results obtained by the
RANS code.

The SPH wave contour plot is similar to the RANS calculation
one. Both the numerical schemes well reproduce the bow wave
measured in the experiment even if they seem to underestimate
the rear divergent waves. Since experimental data close to the hull
are not available, the SPH wave field can be compared only to the
RANS simulation. Longitudinal wave cuts extracted at y/Lpp = 0.12
are displayed in Fig. 16 for the two numerical solvers. The errors
bars relatively to RANS computations (see [36] for more details)
are also displayed in this plot. The agreement between the SPH
and RANS is satisfactory especially in the fluid region alongside
the ship and the measured relative integral error in L2 norm is 28%.

In Fig. 17 a wave cut farther from the hull (y/Lpp = 0.24) is
displayed. Here, the SPH solution shows a poor agreement with
the available experimental data. The experiments indicate that
the breaking bow wave affects the wave pattern close to the bow
region as well as the rear divergent wave. This is highlighted in
the top of Fig. 15 where a dashed line is drawn to track the region
of influence of the breaking bow wave on the rear wave pattern.
This region is characterised by a high curvature of the free-surface
that, however, is not properly modelled. Indeed, the discretization
adopted by both the numerical solvers is not sufficient to capture
the breaking wave phenomena and their influence on the wave
pattern.

5.2. Focus on the bow wave

To capture the physics of the breaking wave, the resolution has
to be increased. Unfortunately, the computational resources avail-
able for the present numerical simulations do not allow an increase
of the spatial discretization maintaining the fluid domain of Ship1.
Then, a run with a smaller domain is attempted in Ship2 (see
Table 3). The field is reduced in two directions, that is, the water
height and the outflow position.
The bow region is kept almost undisturbed despite the rear
wave field being deformed by the outflow, as observed by compar-
ing the results of Ship2 (top plot of Fig. 18) with the one obtained in
Ship1 (middle plot of Fig. 15). In fact, the wave fields are similar up
to x = 0.5L. Therefore, the main idea is to capture the breaking bow
wave performing a simulation with the same domain extension as
in Ship2 with a spatial resolution as fine as possible.

To further increase the spatial discretization, the multi resolu-
tion technique with constant h described in [3] has been used.
On a layer of thickness 0.25D close to the free surface, the ratio
h/dx is set equal to 1.33 (266 neighbours). The thickness is given
by the maximum depth reached by vortical structures, as discussed
in [31]. The ratio h/dx is reduced to 0.90 (80 neighbours) for the
rest of the domain where small gradients of flow field occur. In this
way the size of particles in the low-resolution zone is larger by a
1.5 factor (multi-resolution ratio in Table 3). Another simulation
(Ship3) is performed in order to verify the robustness and the cor-
rectness of the solution with this technique. The size of the domain
is the same as in Ship2 as well as the discretization of the low-res-
olution region. Bottom plot of Fig. 18 shows the wave pattern given
by Ship3 matching the pattern from Ship2, demonstrating the valid-
ity of the proposed multi-resolution technique.

Finally, Ship4 is designed with a spatial resolution large enough
to capture the breaking of the bow wave. In Fig. 19 the wave fields
relative to the experiment, the SPH Ship1 and Ship4 testcases are
plotted for the region close to the bow. Comparing the shape of
the bow wave, it is possible to observe that the shape of the bow
wave obtained in Ship4 is closer to the experimental one respect
to Ship1. This is underlined also by the dashed line tracking the
breaking wave in the experiment that matches well with the wave
field in Ship4. The extension and the shape of the breaking zone is
well reproduced, the numerical breaking front could be better
appreciated in Fig. 20, where the top view of the bow wave is de-
picted, the colour depending on the magnitude of the vorticity.

Further, to better analyse this result, a longitudinal wave cut at
y/Lpp = 0.18 has been plotted in Fig. 23. The comparison of the
shape and height of the bow wave with the experiment displays
a clear improvement with respect to the results with a coarser res-
olution (i.e. Ship1). Note that the curve related to Ship4 has been
shifted by a quantity equal to Dx/Lpp = �0.02 to better appreciate
the agreement with the experimental shape. This shift is probably
due to the limited extension of the domain that may influence the
bow wave.
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In the lower plot of Fig. 21 a 3D view of the bow wave simulated
in Ship4 is shown. A qualitative comparison with the top picture of
Fig. 21 taken at DGA-Hydrodynamics shows that the main features
of the phenomenon are retained. In any case, the resolution is still
too coarse to fully capture all the wave breaking features. The SPH
seems to reproduce only a typical spilling breaking evolution while
Fig. 22 shows that energetic splash-up events occur. This is in
accordance with 2D+t simulations carried out in [31] where two
splash-up cycles were observed.
6. Conclusions

A 3D SPH solver has been applied to simulate the wave pattern
generated by a slender ship in stationary forward motion focusing
on the bow breaking wave phenomenon. A simple and efficient
new parallel hybrid programming model has been developed for
this purpose. The outcomes have been compared with experimen-
tal results, as well as RANS level-set computations. A feasibility
analysis based on results of a 2D+t study has been conducted to
set-up a suitable simulation taking into account the computational
costs. Preliminary simulations have been performed to evaluate
the minimal resolution needed to catch the bow breaking wave,
to verify the capabilities of the solver to simulate wave breaking
phenomenon. After the determination of the smallest numerical
domain that allows a correct modelling, a detailed validation has
been conducted on the global wave pattern. The results show a fair
agreement with both the RANS calculations and the experimental
measurements. Specific simulations have been performed to better
catch the breaking of the bow wave. In any case the numerical res-
olution is still not fine enough to reproduce all the wave breaking
features around the bow of a ship. Future works will be devoted to
the development of proper algorithms to manage multi-resolution
techniques.
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