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Abstract The fast interconnections of the presently avail-
able distributed platforms allow scientists to target highly
complex problems by chaining software developed and
maintained by experts of the relevant fields. A pillar of such
cooperative endeavor in molecular and materials science
and technologies is the so-called grid empowered molecular
simulator that combines the expertise of molecular science
theorists (electronic structure and nuclei dynamics) and
experimentalists in order to build and validate ab initio
models. This line has prompted an unprecedented level of
data format standardization procedures, the bridging of high
throughput and high performance platforms, the assemblage
of ad hoc designed virtual experiments. In addition this
approach has prompted the design and development of tools
allowing the evaluation of the quality of the cooperative
effort produced by the members of a given research com-
munity as well as its rewards to such effort through a credit
economy is reported.

Keywords Cooperative - Data formats - D5cost - Grid
computing - Grid economy - HPC - HTC - Molecular
simulator - Q5cost

Introduction

The exploitation of advanced distributed power of the Eu-
ropean Grid Infrastructure (EGI) [1] has allowed the design

A. Lagana (PX)
Dipartimento di Chimica, Universita di Perugia, Perugia, Italy
e-mail: lagana05@gmail.com

E. Rossi
CINECA, Casalecchio di Reno, Italy
e-mail: e.rossi@cineca.it

S. Evangelisti
Université Paul Sabatier, Toulouse, France
e-mail: stefano@irsamc.ups-tlse.fr

and implementation of a prototype Grid empowered molec-
ular simulator (GEMS) [2] based on the combination of
collaborative interoperable service oriented computing.
GEMS, in fact, builds up, out of the first principles of
physics, accurate evaluations of physical observables. To
this end GEMS is articulated into the following steps:

— Interaction: a step aimed either at performing ab initio
calculations determining (at various levels of accuracy)
of the electronic structure of the considered molecular
systems within the Born-Oppenheimer approximation
and at incorporating, if available, other existing ab initio
and/or experimental information to the end of providing
either a single point evaluation of the potential energy
or an extended point-wise representation (including all
the molecular geometries significant to the description
of the evolution of the reactive process) of the related
potential energy surface (PES);

— Fitting: a step aimed at performing, if required, either a
global or a local interpolation of the available ab initio
data using a suitable functional form and enforcing
(whenever is possible) the reproduction of critical ge-
ometries and symmetries of the PES;

— Dynamics: a step aimed at integrating nuclei dynamics

equations either on a single potential energy point (pro-
vided that is equipped with derivatives) or on the fitted
PES;
Observables: a step aimed at averaging over unobserved
parameters and extending to larger scales (non atomistic)
to the end of providing a realistic estimate of a measurable
physical property.

In practice, however, the implementation of such scheme
has issued unprecedented challenges in terms of software
interoperability. These challenges and related solutions
worked out by the authors for the Chemistry and Molecular
& Materials Science and Technologies (CMMST) Virtual
Organizations (VO) and Virtual Research Communities
(VRC)
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The first challenge is issued by the gathering in a coop-
erative fashion of complementary competences and the def-
inition of standards in data formats aimed at enabling
interoperability among quantum chemistry (QC) data
and between QC and quantum dynamics (QD) ones (see
“Quantum chemistry and quantum dynamics data formats”).

The practical adoption of some shared libraries and (at
least de facto) standards and libraries is the second issued
challenge. Efforts spent in this direction together with the
analysis of the related performances are reported in “The
Q5cost and D5cost data format standards, libraries and
performances”.

The other two issued challenges, namely:

a) bridging high throughput computing (HTC) and high
performance computing (HPC) platforms and cleverly
distributing highly coupled or simply parameter sweeping
tasks on the most appropriate machine,

b) defining appropriate metrics for evaluating quality of
user (QoU) and quality of service (QoS) and building
on them a suitable Grid economy enhancing coopera-
tion are also discussed (see “Bridging HTC and HPC”
and “A credit-to-quality based cooperative approach”).

Quantum chemistry and quantum dynamics data
formats

As mentioned in the introduction, the first challenge issued
by the assemblage of GEMS was the gathering of products
of complementary competences and the adoption of stan-
dards in data formats aimed at enabling interoperability (like
that of QC and QD). For QC and QD data sets, in fact,
unlike for those of other chemistry areas, standard formats
are unavailable and only quite recently QC researchers
became interested in developing data format standards for
the ab initio “wave-function based” methods [3]. For these
methods the usual theoretical approach is the Born-
Oppenheimer (BO) approximation [4] that leads to the so-
lution of the eigenvalue problem:

H(r; R)®.(r; R)=V(R)®.(r; R), (1)

in which H, is the electronic Hamiltonian, @, is the electronic
wavefunction and V is the potential energy of the system at a
specific geometry of the nuclei while R and r are the position
vectors of the nuclei and the electrons, respectively.
Generally speaking, these codes start from the definition
of a molecular species in terms of the nature of the compo-
nent atoms, the molecular geometry, and the atomic basis
set. One- and two-electron integrals are computed. A pre-
liminary Hartree-Fock (HF) or density functional theory
(DFT) calculation is usually performed in order to produce
molecular orbitals (MO) and to get a first approximation of
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the energy. A post-HF treatment can follow to introduce
electron correlation (static or dynamic). Eventually, general
properties of the target molecule can be evaluated using the
computed wavefunction.

Broadly speaking, there are two classes of QC codes:

a) General codes, which are usually distributed under a
license agreement, are stand-alone programs and do not
need preliminary data objects. They can start from the
definition of the molecular system and compute the
wavefunction and different properties at a given level of
theory. They are used outside the developers community,
have a modular structure and bear well designed user
interfaces.

b) In-house developed codes which implement quite ad-
vanced or experimental post-HF treatments (configura-
tion interaction, perturbation theory,...). These codes are
in constant evolution and are mainly used by few labora-
tories (usually for development purpose). As a result, they
are scarcely modular, their user interface is often primitive
and seldom user-friendly. These type of codes are not
stand-alone: they usually rely on general-purpose codes
in order to pre compute input quantities (one- and two-
electron molecular integrals, orbitals coefficients,...).

Again, broadly speaking, data can be divided into small
data sets (SDs) and large data sets (LDs). SDs are used to
define uniquely the molecular system, as well as the expec-
tation values for computed properties (total energies, orbital
energies, occupation numbers, basis-set overlaps, MOs,
etc.). In principle, SDs are better stored in an easy to read
and understand format and the amount of information asso-
ciated with them is quite synthetic. In some cases, QC codes
present SDs using extensible markup languages structures
(as is the case of MOLPRO [5]). LDs, instead, are often
huge sets of detailed data produced by the calculation and
worth being stored for further use in the program. The
preferred storage method is to use binary unformatted files
because this is the most performing and effective way for
writing and reading large amounts of data.

Several models are presently available for describing
SDs. Our attention has therefore focused mainly on large
binary data generated by QC general codes (like DALTON
[6], MOLCAS [7], GAMESS-US [8, 9], COLUMBUS [10])
and their usability by QD programs. In GEMS the final user
would eventually simply connect to a visual interface,
choose the desired type of simulation and enter the needed
input data. This is indeed the aim of the Q5cost [11, 12] and
D5cost [13] data models and related libraries proposed as a
result the COST action D37 activity [14, 15]. The Q5cost
and D5cost data models are specifically designed for man-
aging data of the QC and QD domains and for providing the
scientific community with a de-facto standard for related
computational packages. The prototype cases investigated
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within the COMPCHEM activities are the atom diatom sys-
tems and the associated reactive processes A + BC (v, j) —>
AB (v',j") + C (in which A is an atom that collides with BC (a
molecule in its quantum rovibrational state v, j) yielding a new
molecule AB (in its V', j’ rovibrational state) and an isolated
atom C (or a new molecule AC (v", j”) and an isolated atom
B)) using quantum means. In GEMS the evolution of the atom
diatom reaction can be followed using a quantum time depen-
dent (TD) approach (like the program RWAVEPR [16]) that
integrates the following differential equation:

ihw = [Te+VR)|w(R 1), 2)
where ¥ is the nuclear wavefunction, ?R is the kinetic term of
the Hamiltonian for the nuclei and ¢ is the time variable. After
a sufficiently long integration time, all reaction properties
(such as the S matrix elements—whose square moduli are
the detailed state to state reaction probabilitiecs—cross sec-
tions, rate coefficients) can be worked out, once the calculated
wavefunction has been compared (directly or indirectly) with
that of the products in the asymptotic region. Alternatively,
one can make use of the time independent (TT or stationary)
formulation

Ey(R) = [Tr + V(R)] y(R) (3)

by eliminating the time dependence and formulating R as an
appropriate reaction coordinate connecting reactants to
products, with £ being the total energy of the system, using the
ABC program [17].

Data to be passed for this purpose from QC to QD are the
information on the potential energy values of all the relevant
molecular geometries. This information is produced by the
electronic structure ab initio packages and, if calculated on
the proper grid and stored in a predetermined format, they
can flow directly to the dynamics programs. The key differ-
ence between QC and QD schemes lie in the fact that the
former refers to a fixed geometry scheme, producing one
output result for each different molecular geometry while
the latter considers all possible geometries yet only the
electronic state belonging to the potential energy surface
under investigation. As a consequence QD collects in one
comprehensive file the information generated by multiple
QC calculations. Further information passed from QC to QD
are related to the set of adopted coordinates, the gradients,
the Hessians and the non adiabatic coupling matrix.

The Q5cost and D5cost data format standards, libraries
and performances

Q5cost and D5cost are data models suitable to represent
most of the quantities used and produced by QC and QD

calculations, respectively. However, due to the continuous
evolution of related codes and packages data types cannot
be completely defined. As a result, data models need to be
often modified and the same quantities may end up being
represented in different ways. This has motivated the adop-
tion of a general, flexible and easy to upgrade data scheme
that may be different for SDs (mainly ASCII coded as is the
case of atom labels, geometry, symmetry, basis sets) and
LDs (usually binary as is the case of integrals and expansion
coefficients).

Accordingly the strategy adopted consists in integrating
and organizing data using a containment inspired logical
hierarchical scheme. The dominant feature of both QC and
QD data is its rapid scale up with the system size. To this end a
technology assuring portability on computing platforms dif-
fering both in space (good compression algorithms) and time
(good I/O performances). Moreover, the use of Fortran pro-
gramming and of its bindings to other scientific languages,
like C and Python, allows an easy management of informa-
tion. Other important features are: a) a good level of descrip-
tive information, b) an enhanced usability of data. This has led
to the adoption (as base technology for data format) of HDF5
(http://www.hdfgroup.org/HDF5/) a highly flexible format
[12, 18, 19] that allows an easy design of the file in an
incremental way.

These hierarchical data models are articulated in containers
(group in HDFS5 terminology), metadata (attributes) and data
(data sets) with the first (root) container for Q5cost containing
the definition of the molecular system in terms of its structural
data (chemical composition, spatial geometry and basis func-
tions). The Q5cost domains are atomic orbitals (AO), that
refers to the data defined on the AO basis, molecular orbitals
(MO), that refers to the data defined on the MO basis, wave
function (WF), that refers to the definition of the wave func-
tion, in terms of linear combination of determinants weighted
by the proper coefficients. In the case of D5cost the structure is
similar with the system (root) container again storing the
information identifying the molecular system (number of
atoms, nuclear charge etc.) with the exception of the values
of the molecular geometry coordinates because the model
allows to store a large number of geometries in a single file.

At present, the following domains have been included in
the D5cost data model: interaction, dynamics and observ-
ables to which reference has been already made in the
previous section. In particular, the interaction domain deals
with the nuclear coordinates of a set of different nuclear
geometries storing for each of them the Coulomb interaction
as well as the potential energy values and related gradient
and hessian matrices, the dynamics domain contains the
information computed by the QD algorithms (S matrix
elements, reaction probabilities) and the observables domain
contains the value of relevant cross sections and reaction
probabilities.
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The Q5cost and D5cost libraries provide read and write
access to files defined in accordance with the above men-
tioned data models and have extension .q5 and .d5 respec-
tively. The two libraries are written in Fortran95 and are
based on the HDF5 library. The Q5cost library is articulated
into three sets routines: Q5core (a low level module
designed to provide a wrapping facility for HDFS5 routines),
Q5error (routines needed for debugging and monitoring the
behavior of the library and of the application code),
Q5cost/D5cost (high-level application programming inter-
face providing access to the Q5cost/D5cost format with a
high level of abstraction). The D5cost library relies upon the
same low level routines (Q5core and Q5error) even if the
user level (D5cost itself) has been completely rewritten. The
library routine names are chemically meaningful and closely
recall their functions.

A case study considered for the application of Q5/D5cost
data models and libraries to ab initio quantum investigations
of reactive processes using GEMS is that of the hydrogen
atom—hydrogen molecule system [20]. For such case study
the related ab initio (Al) single geometry calculations were
performed using the Dalton package [6] at the NEVPT2 [21,
22] level of theory with a cc-pV5Z basis set for 23 H, and
270 H; different geometries. Ab initio data were written into
a set of g5 files thanks to the use of a specific Dalton/Q5cost
wrapper and then collected into a single d5 file, by selecting
the lowest potential energy value from each g5 file. Then an
analytical PES was generated using the GFIT3C [23, 24]
procedure, for which a D5cost/GFIT3C wrapper was used,
using a polynomial fit of degree 7 for the long range two
body term and a polynomial fit of degree 10 for the three
body term (a r.m.s. of 0.19 kcal mol ™" was obtained). Cal-
culations of the S matrix elements were performed using the
ABC time independent quantum scattering program [17] on
a fine grid of scattering energies by concurrently distributing
related jobs on the Grid (the scattering energy was varied in
steps of 0.001 eV from 0.4 eV to 1.4 eV and all internal
states with an energy ranging up to 2.4 eV and rotational
quantum numbers ranging up to 50 were included in the
expansion of the wavefunction). All calculations were
performed at zero total angular momentum and diatomic
parity +1 (only even rotational reactants states are consid-
ered). The outcomes of the calculations were then composed
in quantities of experimental interest in the OBSERV-
ABLES module, such as the cumulative reaction probabili-
ties. At present significant efforts are being made to extend
the quantum dynamics module of GEMS to four atom
systems.

The most recent application of GEMS to the study of four
atom systems was concerned with the diatom-diatom OH +
CO reactive system to the end of reproducing the intensity
of the CO, product beam (“virtual signal”) measured in a
crossed molecular beam apparatus [25] (in this case, though,
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dynamical calculations were performed using quasiclassical
methods). A direct comparison of the virtual and the real
signal has incontrovertibly singled out the deficiencies of
the proposed PESs.

The memory space associated with the size of the QC ab
initio potential energy values needed to carry out the best fit
of the PES amounts usually to the order of giga bytes (GB)
and some benchmark tests were carried out in order to verify
if the Q5/D5cost library infrastructure imposes appreciable
overhead on the I/O operations. All tests were performed on
a single node of an IBM Linux cluster 1350 at CINECA
(Intel Xeon Pentium 1V, 3 GHz 512 Cache, equipped with a
GPEFS storage disk). The source code was compiled with the
Intel FORTRAN compiler and linked with the HDFS library
version 1.8, with all the optional compression facilities
being turned off. The test procedure is articulated as follows:
(i) The code creates a Q5cost file with the proper internal
structure, together with a conventional Fortran file with
unformatted sequential access; (ii) a varying number of
two-electron integrals are written in the Q5cost file, made
of a one-dimensional array of real numbers (integral values)
and a four-dimensional array of integer numbers (integral
indices) using a chunk with varying size; (iii) the same
number of two-electron integrals, with their indices, is then
written in the conventional file, using a buffer of the same
size of the previous chunk; (iv) finally the times spent for
writing the QS5cost file and the conventional file are
collected.

The amount of time spent for writing 15,000,064 inte-
grals when using the Q5cost format resulted to be on the
average more than 10 % lower than that spent when using
the conventional format for the whole range of investigated
size of the chunk/buffer (with the saving increasing with it
and the total size of the integral file being 346 Mbytes for
the former and 343 Mbytes for the latter). The fact that an
increase in the chunk size (i.e., a limitation in the I/O access
to the file) results in a significant reduction of the overall
writing time, confirms the optimized approach of the HDF5
library in the management of large amount of data. It is
worth pointing out here that no compression options was
adopted for HDF5. When using the HDF5 compression op-
tion, the disk occupation reduces by a factor varying between
3 and 10 (depending on the system characteristics). At the
same time timings reduce too owing to the fact the overhead
associated to compression is more than counterbalanced by
the reduction in the I/O volume.

Bridging HTC and HPC

Fundamental to the implementation of the above mentioned
cooperative approach of the CMMST community and
GEMS in particular, is the ability of redirecting the jobs to
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the most appropriate HPC and HTC platforms. This is meant
to enable the overcoming of the present highly unsatisfac-
tory situation in which neither HPC nor HTC are completely
fit alone to meet the requests of complex CMMST applica-
tions. After all, also on the resource providers side (and not
only on the user one) there are good reasons for coordinat-
ing the use of HPC and HTC e-infrastructures to the end of
interoperating large computational applications. This in fact
allows an optimization of the usage of both HTC and HPC
computing resources because it is not infrequent the case in
which a user utilizes HPC platforms not as such but as a
bunch of loosely coupled processors underutilizing their fast
dedicated network. At the same time HTC users may utilize
massively distributed HTC platforms to solve tightly
coupled computational tasks ending up by wasting a large
amount of time in transferring data on the net. A coordina-
tion of the two types of platforms to interoperate via a single
workflow (or workflow of workflows) and properly manage
the various components on the most appropriate hardware,
would instead allow a clever composition of complex appli-
cations optimizing the use of the various computing re-
sources and providing the users with the best level of
performance.

We have already mentioned the case of a GEMS appli-
cation to crossed beam virtual experiments. A similar pro-
cedure could be equally well applied to spectroscopy,
spectrometry and other experiments. Related quantum de-
tailed simulations may require node memories ranging from
a few to many GBs to calculate single molecular geometry
potential energy values. At the same time the number of
geometries needed for a point-wise characterization of the
whole PES may well be of the order of 10N (where N is the
number of atoms of the considered molecular system). Due
to the fact that the accuracy required by this type of in-
vestigations may vary significantly one can cope with the
related demand of computing resources either with the
nodes offered by the usual grid platform or with those of
supercomputers. Similarly, quantum dynamical calculations
(bot in their TI and TD versions) may end up using the usual
grid platform or the supercomputer one depending on the
energy of the system and on the structure of its PES.

We make here reference to the just mentioned case of the
use of GEMS to calculate a PES in a point-wise fashion that
may require (when needed) the use of supercomputer nodes
from a highly distributed Grid calculation. This is what the
sketch of Fig. 1 (taken from ref. [26]) is concerned with. In
the figure a skeleton based on a HTC-HPC scheme (HTPC)
that launches a large quantity of independent tasks on a
HTC platform (circles) and individually passes the output
as input to a HPC one (squares), is sketched. As shown by
the figure, in the first upper layer of HTPC (that is of the
HTC type) an emitter (upper triangle) generates the large
number of independent events represented by circles. The

Fig. 1 HTPC skeleton: a HPC computation following a HTC one. An
emitter (upper triangle) generates a (large) number of independent
events (arrows and circles) each of which provides the input for a
HPC highly coupled calculation (central arrows and squares) whose
outcomes are returned (lower arrows) and gathered together by a
collector (lower (inverted) triangle). In case the information collected
is not yet converged, the sequence is further iterated a certain number
of times (lhs large arrow)

output generated by elaboration carried out within each
circle is then taken as the input for a HPC highly coupled
calculation (square). The outcomes of the distributed HPC
tasks are returned and gathered together by a collector
(inverted lower triangle). In case the information collected
is insufficient, the sequence is further iterated a certain
number of times.

To implement the above mentioned use-case the follow-
ing steps have been undertaken: allow access to the involved
platforms by the users, integrate the HTC and the HPC
workflows, integrate the application into the workflows,
design and implement a bridging tool for the combined
HTPC platform, develop and implement services on the
HTPC platform and optimize the applications for the HTPC
platform.

This was performed by implementing the above men-
tioned steps and de facto standards through two levels of
intervention on the overall computing framework having
different characteristics:

— aresearch community or a VO layer in which the case
study is prepared, implemented and run.

— an infrastructure layer bridging EGI and CINECA
through SSH allowing both access to computing (both
HTC and HPC) via G-lite (lightweight middleware
for Grid computing) authentication procedures and
to storage resources usage managed by different
middleware.
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A credit-to-quality based cooperative approach

To the end of adopting a robust approach to cooperative work,
use has been made of a service oriented architecture (SOA)
framework that is well suited to handle today’s complex and
heterogeneous computing environments. The SOA is, in fact,
an ideal approach to a cooperative development and manage-
ment of software applications using a public network [26]
with a service being an implementation of a well-defined
functionality that can be consumed by clients in different
applications or automatic processes. As a matter of fact,
applications in SOA are built on services and SOA helps
organize streamline processes by promoting loose coupling
among software components to allow an easy and efficient
reuse so as to leverage on past investments even if
implemented using different technologies. This means that:

» software components have well-defined interfaces (the
what) independent from their implementation (the how)
and can be consumed by clients (called consumers)
transparently with respect to the way the services will
execute their requests;

+ services are self-contained (perform predetermined
tasks), loosely coupled (for independence) and can be
dynamically discovered;

* composite services (e.g., workflows) can be assembled
by gathering services.

Accordingly SOA-based applications are usually interop-
erable coarse-grained functionalities which, though differing
from Web Services, are often based on them. In this paper
we focus on some Grid services designed as a set of secure
and collaborative Web services in our laboratory for the
COMPCHEM VO [27].

The first of such services is built-in into GriF [28, 29] a
Java-based SOA Grid Framework aimed at running on the
Grid multi-purpose scientific applications. The basic goal of
GriF is to provide the users with a high-level and user
friendly tool allowing them to exploit the innovative fea-
tures of Grid computing with no need for mastering the low-
level Grid environment. This means that there is no need for
the user to employ specific Grid operating system dependent
commands to manage Grid operations (as, for example,
running Grid and/or HPC jobs, checking their status and
retrieving related results) when building applications of
higher level of complexity (e.g., workflows). Accordingly,
GriF makes HTC and HPC applications black-box like
pushing the Grid computing to a higher level of transparen-
cy. This makes GriF a tool of extreme importance for
enhancing the VO activities. Its utilization, in fact, leads to
higher memory usage, reduced cpu and wall times con-
sumption as well as to an optimized distribution of parallel
(e.g., MPI and OpenMP) tasks over the various computing
platforms made available.
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The second service (also built-in into GriF) is meant to
evaluate both the QoS (i.e., the quality achieved in Grid
Service production) and QoU (i.e., the quality associated
with the virtuosity of the user with respect to the platform
and the community). Moreover, the intelligence built-in into
GriF is used to offer to the Grid users new perspectives like
those associated with selection [30] (as opposite to pure
discovery) of the resources as well as service orchestration
advanced features enhancing the possibility of establishing
collaborative operational modalities in which users and pro-
viders collaborate.

This has paved the way to the development of a third
service GCreS allowing to reward Grid users for the work
done on behalf of the organizations they belong to. This is
obtained by awarding QoU and QoS a certain amount of
credits that can be redeemed via a preferential utilization of
the resources (including financial ones) of a VO. Such
development, in addition to leveraging on collaboration,
also stimulates a certain extent of competition among the
members of a community aimed at producing innovative
Grid services and improving the existing ones. GriF is also a
means to stimulate the VO members to further step up their
membership level in the community and to contribute to the
infrastructure development (Hardware Provider) by confer-
ring to the VO some of their computing resources (passive)
and taking care of their deployment (active) on the Grid. At
later stages of the VO evolution a higher level of membership
(stakeholder) is also foreseen for members highly committed
to take care of the VO global management.

This defines a Grid economy model based on costs to be
paid for the services utilized and credits earned in return for
the effort spent on behalf of an organization. The study case
considered refers to the COMPCHEM [31] VO and con-
siders in a simplified way costs (as credits to be paid by
users for the use of the Grid services offered by the com-
munity on the ground of their quantity and QoS) and credits
(as credits to be awarded to users on the ground of their
quantity and their QoU). It also assumes that Grid services
are requested by the VO users (even by specifying only
keywords and high-level capabilities rather than memory
size, cpu/wall time and storage capacity) via GriF, any set
of collaborative Web services of GriF running on the Grid
by sharing a common distributed goal is a Grid service and
QoUs refer to the collection and filtering of different im-
plicit and explicit information provided by users. For QoS,
we refer to the parameters usually characterizing Web ser-
vices (like accessibility, integrity, performance, reliability,
availability and security [32, 33]). Yet, particular emphasis
is given also to the innovation parameter that meets one of
the central missions of the COMPCHEM VO with the
purpose of specifically rewarding active software providers.
A functional formulation of the innovation has been tenta-
tively given in terms of the following variables:
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* Age (A) as number of days elapsed starting from the
publishing date of the Grid service considered;

* Consolidation (C) as number indicating how many pre-
vious consolidated Grid services (starting from the input
of the former up to the output of the latter) have been
wrapped into a new (workflow-enabled) one;

» Diffusion (D) as the ratio between the number of times
that the Grid service has been used and the number of
VO users in a considered time interval. D implicitly
comprises also the friendliness of use;

» Efficiency (E) as the ratio between the number of results
produced by the Grid service and the number of VO
users in a considered time interval;

* Production (P) as the ratio between a value (ranging
between 0 and 1) indicating the level of new functions
(e.g., with respect also to already available Grid services
recognized as standards by the scientific community of
the specific domain of application considered) offered
by the Grid service (that is based on both the number
and kind of them) and their related developing costs in
terms of time and money also expressed by a value
ranging between 0 and 1;

* Social (S) as the weighed sum of three values (each of
them ranging between 0 and 1) representing, respective-
ly, the level of ethics (e.g., the promotion of universal
human values like peace), of fairness (e.g., the promo-
tion of universal availability like open source software)
and of social impact (e.g., the promotion of universal
welfare) introduced by the Grid service.

* Green (G) as the amount of natural harmlessness includ-
ing energy saving (in Watt), eco-compatibility of mate-
rials (energy saved for their materials recycling) and
space saving (in rack unit, or RU) of the Grid computing
systems of a hardware provider (the Grid site).

As to QoU, in order to single out research and develop-
ment activities of new applications, it has been parameter-
ized in terms of the frequency of code modification and
compilation. Such activity is typical of the so called active
users (AU)s which develop on the Grid platform new
applications (or new versions of an existing application)
for later massive use by themselves or for collaborative usage
[32, 33].
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