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Wireless communications are becoming increasingly per-
vasive, as the number and diffusion of portable wireless
equipped devices are exponentially increasing (ranging from
cellular phones to handheld game consoles, from personal
digital assistant and personal navigation devices to still and
video cameras). This results in an unprecedented request
for lightweight, wireless communication devices with high
usability and performance able to support added-value
services in a highly mobile environment. Such devices follow
the users everywhere they go (at work, at home, while
travelling, in a classroom, etc.) and result in exciting research,
development, and business opportunities as evidenced from
a plethora of currently undergoing European and national
funded projects and consortiums (e.g., ICARUS, NEW-
COM++, MIMAX, OMEGA, MOBILIA, REWIND, and
SELENET).

The above scenario clearly demands significant upgrades
to the existing communication paradigm in terms of infras-
tructure, devices, and services to support the “anytime,
anywhere, any device” philosophy, providing novel and fast-
evolving requirements and expectations on research and
development in the field of information and communication
technologies. The core issue is to support wireless users’
desire for 24/7 network availability and transparent access to
“their own” services.

This issue gathers together a selection of recent original
research in the field comprising of six diverse papers that

reflect the variety of concerns and latest advances relating to
lightweight mobile and wireless systems.

In the first paper “Hidden Anchor: A Lightweight
Approach for Physical Layer Location Privacy,” R. El-Badry
et al. propose an algorithm that provides anchor physical
layer location privacy for different classes of localization
algorithms in wireless sensor networks. The performance of
the proposed algorithm is evaluated through analysis and
simulation experiments and it is shown that it can hide the
location and identity of anchor nodes with very low overhead
and without limiting the localization accuracy for trusted
nodes. The authors also provide a technique that significantly
enhances the privacy of the network without affecting the
localization accuracy at trusted nodes.

The second paper “Simulation of 802.21 Handovers Using
ns-2” by H. Marques et al. presents a short description of
the 802.21 standard, its implementation in ns-2 as well as
the employed signaling in a handover between WiMAX and
Wi-Fi networks. Moreover, the paper evaluates the reliability
and scalability of ns-2 tool in simulating multiple vertical
handover scenarios under the scope of IEEE 802.21 and also
proposes a novel and very simple approach to determine the
expected number of handovers in an ns-2 simulation.

In the paper “Service-Aware Retransmission Control in
Cellular Networks,” N. B. Halima et al. propose a service-
aware cross-layer approach between application/transport
layers on the mobile terminal and link layer on the wireless



base station to enable dynamic control on the level of
per-packet hybrid ARQ (HARQ) protection for multimedia
data streams. Experimental results demonstrate the potential
benefits deriving from the proposed strategy, underlining
relevant improvements for audio and video flows as well as
for TCP-based data transfers.

In the paper “Crafting a Real-Time Information Aggre-
gator for Mobile Messaging,” ].-S. Leu develops a real-time
information aggregator called visualizing SMS and MMS
messages system (VSMMS) in order to visualize instant
SMS/MMS messages openly on a larger device, instead of a
limited-sized screen on personal cellular phones in the past.
VSMMS includes an optional web-based interface to help
the administrator verify the incoming contents and, thus,
appears to be suitable for public mass media broadcasting
and real-time information sharing.

The paper “Optimized Hybrid Resource Allocation in
Wireless Cellular Networks with and without Channel Reas-
signment” by X. Wu et al. presents two efficient integer
linear programming formulations for the hybrid channel
assignment (HCA) problem in wireless cellular networks.
The proposed approaches optimally allocate a channel (from
a pool of available channels) to an incoming call such that
both hard (i.e., cosite and adjacent channel constraints)
and soft constraints (i.e., the packing condition, resonance
condition, and limiting channel reassignment) are satisfied.

Finally, in “Spatial Diversity Scheme to Efficiently Cancel
ISI and ICI in OFDM-OQAM Systems,” N. Zorba and E
Bader propose a spatial diversity scheme to cancel the
intersymbol interference (ISI) and intercarrier interference
(ICI) in the system through low-complexity operations in
order to enable the implementation of an offset quadra-
ture amplitude modulation (OQAM) orthogonal frequency
division multiplexing (OFDM) transmission scheme. The
authors formulate the performance of the proposed scheme
in terms of data rate and BER and mathematically obtained
the SNR expression. The performance results indicate that
the OFDM-OQAM proposal increases the system data rate
comparing to the classical cyclic prefix (CP) OFDM systems.
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In hybrid wireless sensor networks, where trusted and un-trusted nodes coexist, it becomes important to allow trusted nodes to
share information, especially, location information and prevent un-trusted nodes from gaining access to this information. We focus
on anchor-based localization algorithms in WSNs, where a small set of specialized nodes, that is, anchor nodes, broadcast their
location to the network and other nodes can use the broadcast information to estimate their own location. The main challenge is
that both trusted and un-trusted nodes can measure the physical signal transmitted from anchor nodes and use it to estimate their
locations. In this paper, we propose Hidden Anchor, an algorithm that provides anchor physical layer location privacy for different
classes of localization algorithms. The Hidden Anchor algorithm exploits the inherently noisy wireless channel and uses identity
cloning of neighboring trusted nodes to make anchors unobservable to un-trusted nodes while providing complete information
to trusted nodes. Evaluation of the Hidden Anchor algorithm through analysis and simulation shows that it can hide the identity,
and hence the location, of anchor nodes with very low overhead. In addition, the results show that by adding artificial noise, we

can achieve significant improvement in anchor’s location privacy.

1. Introduction

Location discovery has been an active area of research in
wireless sensor networks (WSN) due to its critical need
in many applications including location-based routing [1],
coverage [2], node identification, and information tagging.
Localization algorithms can be categorized as either anchor-
based or anchor-free [3]. Anchor-based algorithms, for
example, [4, 5], assume the existence of a small set of nodes
with known locations, that is, anchor nodes, that broadcast
their location information to the network in special beacon
frames. A node with an unknown location estimates its
distance to the anchor node, in a process known as ranging,
and combines the estimated distance to at least three anchor
nodes with the broadcast anchors’ locations in beacon frames
to estimate its location in 2D (Figure 1). On the other hand,
anchor-free localization algorithms, for example, [6, 7], do
not assume the existence of anchor nodes and estimate the
relative topology of the network, in which the coordinate
system is established by a reference group of nodes. This
paper focuses on anchor-based localization algorithms using
Received Signal Strength (RSS) for ranging.

In many hybrid wireless sensor networks’ (HWSNs)
applications, sensor nodes are deployed in hostile environ-
ments where trusted and un-trusted nodes co-exist. In such
hybrid networks, it becomes important to allow trusted
nodes to share information while, at the same time, prevent
un-trusted nodes from gaining access to this information.

An anchor node may encrypt its beacon frames with
a key shared only with trusted nodes. This will prevent
un-trusted nodes from getting the information contained
in the beacon frames. Although encryption can provide
location information secrecy, it does not provide physical
layer location privacy, where a group of un-trusted nodes
can measure the received signal strength (RSS) of encrypted
messages and cooperate to determine the anchor nodes’
locations through trilateration. This paper proposes an
algorithm, termed Hidden Anchor, that addresses the physical
layer location privacy problem. In particular, the Hidden
Anchor algorithm provides anchor nodes unobservability,
where un-trusted nodes cannot detect (observe) the existence
of anchor nodes.

In [8, 9], we proposed the HyberLoc algorithm for
addressing the physical layer location privacy problem.



HyberLoc depends on the anchor nodes to dynamically
change their transmission power and to include the used
transmission power in the encrypted beacon frame. How-
ever, HyberLoc’s advantage is limited because of the current
limitations of the sensor hardware as we elaborate in
Section 5.1.

Our novel approach in the Hidden Anchor algorithm is
to exploit the noisy characteristics of the wireless channel to
hide the location of anchor nodes from un-trusted nodes,
while providing complete information to trusted nodes. The
idea is for anchor nodes to randomly use the identity of
the nearby, that is, within a given distance, trusted nodes
when broadcasting their beacon frames. As a result, un-
trusted nodes will not be able to distinguish between anchor
traffic and trusted node traffic. Shared information between
the anchor and trusted nodes is used to give complete
location information to trusted nodes. We evaluate the
performance of the Hidden Anchor algorithm using analysis
and simulation with metrics for both deterministic and
probabilistic anchor-based location determination systems.
The results show that the Hidden Anchor algorithm can hide
the location and identity of anchor nodes while maintaining
very low overhead.

Since the Hidden Anchor algorithm depends mainly on
exploiting the noisy characteristics of the wireless channel,
we further extend it by inducing artificial noise to the
network in a way that does not affect the localization
accuracy at trusted nodes. Analysis of the proposed noise
induction technique shows significant improvement of the
security of the proposed techniques. This is particularly
important in handling the case when the un-trusted node
uses a probabilistic location determination technique, which
is known to give higher accuracy than deterministic location
determination techniques [10, 11].

The rest of this paper is organized as follows. Section 2
discusses some related work. Section 3 highlights some
background information. Section 4 presents the problem
statement. Section 5 details the Hidden Anchor algorithm and
analyzes its performance. Section 6 discusses our artificial
noise extension to the basic Hidden Anchor algorithm.
Section 7 evaluates the Hidden Anchor algorithm through
simulation. Finally, Section 8 concludes the paper.

2. Related Work

In this section, we discuss different work related to the
Hidden Anchor algorithm. The authors in [12, 13] proposed
a technique that uses sophisticated PHY-layer measurements
in a wireless network for location distinction. The proposed
technique, temporal link signature, is a multipath-based
location distinction technique. The main goal was to detect
whether a node has moved from its location or not. Using
link signature, this technique can determine that a node has
changed its location, for example, when the anchor node
clones the ID of a neighboring node in the Hidden Anchor
algorithm. However, the technique depends on collecting
training data, which makes it unsuitable for use with non-
cooperating nodes, which is the case in hybrid WSNs.

Journal of Computer Systems, Networks, and Communications
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FiGURE 1: Node S can estimate its location in 2D using the location
messages received from the three anchor nodes A, B, and C and the
estimated range to them. Similarly, we can understand this figure
as three un-trusted nodes A, B, and C cooperating to estimate the
location of an anchor node S.

Therefore, it cannot be used as an attack on the Hidden
Anchor algorithm.

The authors in [14] proposed SlyFi, an 802.11-like
wireless link layer protocol that encrypts entire frames,
including addresses, to remove explicit identifiers that could
be used by third parties to link together frames from the same
transmitter. It was proposed to improve wireless privacy.
SlyFi, although suitable for a WiFi network, is based on a
number of assumptions that may not fit the nature of sensor
networks. First, SlyFi requires each node to keep a set of
shared keys for every node that it may communicate with
and a table of the possible incoming addresses for every time
interval. Second, SlyFi requires all nodes in the network to
be synchronized. These are considered a high overhead for
sensor nodes which are limited in memory, processing power,
and battery.

As will be discussed in Section 5, HyberLoc [8, 9]
provides a weaker notion of location privacy, that is, location
anonymity, than the unobservability provided by the Hidden
Anchor algorithm.

3. Background

In this section, we provide background information on
localization algorithms for WSNs. For more details, the
reader is referred to [3].

3.1. Anchor-Based versus Anchor-Free Algorithms. Location
discovery algorithms for sensor networks can be classi-
fied as anchor-based or anchor-free algorithms. Anchor-
based algorithms, for example, [4, 5], assume that a small
percentage of the nodes, that is, anchor nodes, are aware
of their positions. Anchor nodes broadcast their location
information to their neighbors which use this information
to estimate their own location. In anchor-free algorithms,
for example, [6, 7], no special anchor nodes exist in
the network. In this case, the algorithm estimates relative
positions, in which the coordinate system is established by a
reference group of nodes. Relative positioning is suitable for
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some applications, for example, location-aided routing [15].
However, the accuracy of anchor-free algorithms is typically
less than anchor-based algorithms. This paper focuses on
anchor-based algorithms.

3.2. Range Estimation Method. Ranging is the process of
estimating node-to-node distances or angles. In order to
determine its location in 2D, a sensor node needs to
estimate its range to three or more anchor nodes. The
most popular methods for estimating the range between
two nodes are Time-based methods, for example, Time-
of-Arrival (ToA), Angle-of-Arrival methods (AoA), and
Received-Signal-Strength (RSS) methods. This paper focuses
on RSS-based range estimation methods where the propaga-
tion loss can be calculated based on the difference in power
between the transmitted and received signals. Theoretical
and empirical models are used to translate this loss into a
distance estimate. Combining the positioning information
received from at least three anchor nodes with the estimated
distances, a sensor node can estimate its location in 2D
(Figure 1).

3.3. Wireless Channel-Based Security. The broadcast nature
of wireless communications makes them vulnerable to
many security attacks. Many researchers have used the
characteristics of the wireless channel to solve this intrinsic
security problem of wireless communications. For example,
the authors in [16] exploit the multipath fading characteristic
of wireless communication to facilitate secret key sharing
between a sender and a receiver.

In this paper, we exploit the noisy characteristic of the
wireless channel to provide physical layer location privacy
for wireless devices. We start by exploiting the environment
noise to secure the location of anchor nodes and then extend
the idea by inducing artificial noise.

4. Problem Statement

This section outlines the network model and security and
privacy requirements. We also delineate the different ways an
un-trusted node can use to identify the existence of an anchor
node.

4.1. Network Model. We assume a hybrid wireless sensor
network where anchor, trusted, and un-trusted nodes co-
exist. We also assume that nodes use an RSS anchor-based
localization algorithm. Thus, anchor nodes continuously
broadcast beacon frames containing their position informa-
tion.

Any node in the network can observe any frame trans-
mitted by other nodes within its range. Sensor nodes are
randomly distributed in the area of interest. Trusted nodes
can use standard encryption algorithms to hide the anchor
nodes’” position information where both anchor nodes and
trusted nodes share the required common information, for
example, cryptographic keys, prior to deployment.

Un-trusted nodes use the same radio hardware used by
anchor nodes and trusted nodes. We further assume that

there is no correlation between the frame information, such
as size and content, and the frame type. Therefore, un-
trusted nodes cannot differentiate between the frames from
trusted nodes and those from anchor nodes. This can be
achieved by encrypting the contents or padding the frames
as needed.

We also assume that the goal of the un-trusted nodes is
to estimate their range to anchor nodes based on the physical
signal transmitted by anchor nodes.

4.2. Security and Privacy Requirements. By considering the
network model discussed in the previous section, we have
two main requirements that should be considered.

4.2.1. Location Information Secrecy. Anchor nodes should
be able to broadcast their position information periodically
and trusted nodes should be able to use this information to
estimate their position. On the other hand, un-trusted nodes
should not be able to use anchor nodes’ beacon frames to
gain information about anchor nodes’ locations. This can
be achieved, for example, by encrypting the anchor nodes’
beacon frames.

4.2.2. Physical Layer Location Privacy. Un-trusted nodes
should not be able to exploit the measured physical signal
to estimate the location of anchor nodes. This paper focuses
on this privacy requirement.

4.3. Identifying Anchor Nodes. An un-trusted node may
exploit one or a combination of the following vulnerabilities
to identify the existence of an anchor node. Note that
detecting the existence of the anchor node is a necessary
prelude to determine its location.

4.3.1. Separate ID-Space for Anchor Nodes. If the WSN is
designed such that the ID-space for anchor nodes is separate
from the ID-space of trusted nodes, an un-trusted node can

identify the existence of an anchor node by its ID in the frame
header.

4.3.2. Type of Transmission—DBroadcast/Unicast. Beacon
frames are broadcast in the network. If only anchor nodes
broadcast messages in the network, their frames can be
distinguished from the frames of other nodes by noting
the broadcast destination address. However, regular sensor
nodes use both broadcast and unicast to transmit their own
messages, making this way less useful for the un-trusted
node.

4.3.3. Periodicity of Frames. Even if other nodes send broad-
cast frames, the periodicity of the beacon frames make them
easier to detect and hence expose the anchor node.

4.3.4. Frame Size. Beacon frames usually have a fixed size.
This can make them easily distinguishable by the un-trusted
node.



4.3.5. Type Field in Frame Header. If there is a field in the
frame header to identify the different message types, this can
be used to determine the anchor node by the type of messages
it sends.

Except for the last two vulnerabilities, which can be
easily mitigated by padding the frame with random data
and encrypting the frame, respectively, the Hidden Anchor
algorithm mitigates the remaining three vulnerabilities to
achieve anchor node unobservability as discussed in the next
section.

5. The Hidden Anchor Algorithm

In this section, we start by a possible technique that addresses
the physical layer location privacy problem. We show that
this technique has shortcomings, thus motivating the need
for a the Hidden Anchor algorithm.

5.1. Possible First-Cut Solution. Anchor nodes can confuse
un-trusted nodes using variable transmission power. For
example in [8, 9], we proposed a light-weight algorithm
that provides secure anchor-based localization in hybrid
wireless sensor networks. The idea is for anchor nodes
to continuously and randomly change the transmit power
and to include the transmit power encrypted in the frame
using the shared information between itself and trusted
nodes. This change of transmit power will reduce the
localization accuracy at the un-trusted nodes, achieving
location anonymity (location anonymity refers to hiding the
true location of an anchor node. This is a weaker notion
than anchor node unobservability, where the anchor node
existence is not detected at all). Trusted nodes can use
the shared information to extract the transmit power from
the frames and, therefore, their localization accuracy is not
affected by the transmit power change.

Based on the current sensor network hardware, for
example, [17], transmit power can be selected from a set of
prespecified discrete power levels. This has the disadvantage
that after receiving a sufficient number of frames, an un-
trusted node will be able to distinguish between the different
discrete received power levels, thus removing the ambiguity
introduced by the random change of transmit power. As
a result, un-trusted nodes will be able to localize anchor
nodes accurately. In addition, location anonymity provided
by this technique is a weaker privacy notion than the
unobservability of anchor nodes provided by the Hidden
Anchor algorithm.

In the next section, we propose the Hidden Anchor
algorithm as a light-weight algorithm that provides physical
layer location privacy and allows trusted nodes to accurately
estimate their positions at a low overhead.

5.2. Hidden Anchor Algorithm. The Hidden Anchor algo-
rithm exploits the noisy wireless channel to hide the existence
of anchor nodes. The idea is for anchor nodes to use the
identity of the nearby trusted nodes when broadcasting
their beacon frames. This way, un-trusted nodes cannot
differentiate between anchor nodes and trusted nodes. On
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receiving a frame with ID a, an un-trusted node cannot
determine whether this frame is from trusted node a or from
an anchor node with the same ID. Note that since the anchor
node chooses its ID from nearby nodes, its location is hidden
within the noise of the wireless channel. The algorithm
operates in two phases: the neighbor discovery phase and the
location hiding phase.

5.2.1. Neighbor Discovery Phase. The purpose of this phase
is for the anchor node to discover the IDs of the nearest
neighbors so that the anchor node can select which IDs to
use during the next phase.

The anchor node may broadcast an encrypted identity-
request message using a random ID to all its neighbors within
a certain radius. This can be controlled by a hop count
parameter. All trusted nodes in the network that receive this
message reply with an identify-reply message.

The anchor node waits for a certain time to collect
the identify-reply messages along with their received signal
strength. After that, the anchor node sorts the nodes in an
ascending order with respect to their received signal strength
and saves the identities of the k nearest trusted nodes in a set
(S).

The anchor node can also discover the IDs of the nearest
neighbors by passively monitoring the network traffic for a
sufficient time period.

5.2.2. Location Hiding Phase. In this phase, and when it is
time to send a beacon frame, the anchor node chooses one
ID from the set S randomly and uses it as its unencrypted
identity. The true identity of the anchor node, along with
the type of the message can be sent encrypted in the body of
the message, if needed. Upon receipt of a broadcast beacon
frame, a trusted node decrypts the frame and can determine
the identity and location of an anchor node. On the other
hand, an un-trusted node, not knowing the decryption key,
cannot differentiate between the frames from the anchor
nodes and trusted nodes, as they have the same identity and
the difference in their signal strength is within the wireless
transmission noise.

5.3. Discussion. For the vulnerabilities identified in Sec-
tion 4.3, the Hidden Anchor algorithm eliminates any chance
for un-trusted nodes to identify anchor nodes using their IDs
as anchor nodes never use their real IDs in clear, which is
equivalent to using only the trusted nodes ID-space. Also,
the proposed algorithm removes the periodicity of beacon
frames by using a different ID every time for the frames
transmitted from anchor nodes. Finally, since anchor nodes
clone the identity of trusted nodes, their traffic pattern, as
seen by the un-trusted nodes, becomes indistinguishable.

Note also that, even if un-trusted nodes cooperate to
determine the location of all trusted nodes, they cannot
determine the location of anchor nodes, as anchor nodes
are unobservable. Statistical analysis is not useful here too as
anchor nodes use the IDs of trusted nodes for sending their
own traffic.
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Compared to HyberLoc, the Hidden Anchor algorithm
does not depend on changing the power levels and therefore,
it is not affected by the current sensor network hardware lim-
itations. Also, while the HyberLoc algorithm provides anchor
node location anonymity, the Hidden Anchor algorithm pro-
vides the stronger notion of anchor nodes unobservability.

5.4. Analysis. In this section, we derive expressions for the
difference in received signal power, which is directly related
to the average difference in estimated distance, and the
statistical Kolmogorov-Smirnov (KS) test value at the un-
trusted receiver both when the Hidden Anchor algorithm is
used and without using it in the presence of noise.

5.4.1. Difference in Estimated Distance. The difference in
estimated distance metric represents the error in estimated
distance when the trusted node is sending by itself on one
hand and when both the trusted node and the anchor
node share the same ID, that is, using the Hidden Anchor
algorithm. The distance estimate is based on the average
received signal strength at the un-trusted node. The lower
the value of this metric, the better in terms of privacy
requirement as the un-trusted node will be unlikely to detect
that both trusted node and anchor node are sharing the same
ID.

5.4.2. KS Test Value. This metric represents the value of
the Kolmogorov-Smirnov (KS) statistical test. The KS test
value gives a measure of similarity between the probability
distribution of the signal strength received at the un-
trusted node with and without using the Hidden Anchor
algorithm. It gives an insight about how a probabilistic
location determination algorithm would perform with and
without using the Hidden Anchor algorithm. A lower value of
this metric represents better security as the un-trusted node
will be less likely to differentiate between the signal strength
distributions of the trusted node and anchor node.

5.4.3. Notation. We use the following notation.

(i) We consider a signal propagation model that has
a dominant line-of-sight (LOS) component. In the
presence of Additive White Gaussian Noise (AWGN),
the probability density function (PDF) of the received
signal power [18] is

£(P, | hyx) = Z;Zexp(—P”hx)Io( VPrhx), (1)

202 o2

where P, is the received signal power, h is the
channel gain which is a function of distance, x is the
transmission power, 202 is the total noise variance,
and Iy(x) is the modified Bessel function of order
Z€ero.

Thus, the mean of the received signal power is

U = 20%+ hx, (2)

and the CDF of the received signal power follows a
non-central chi-square distribution given by

> —hx\ (hx/20%) .

P | hx) = — | ——Q(Py;2+2j),
X(Pr [ ) ;exp(zaz) ;! Q 1)
(3)

where Q(m, n) is the CDF of a central chi-square dis-
tributed random variable with » degrees of freedom.

(ii) vga. A random variable representing the average
received power from the same ID over n samples
at the un-trusted receiver when the Hidden Anchor
algorithm is used.

(iii) vira. A random variable representing the average
received power from the same ID over n samples
at the un-trusted receiver when the Hidden Anchor
algorithm is not used.

(iv) P,. A random variable representing the power
received from the same ID at the un-trusted node,
whether from the trusted node or the anchor node.

(v) P;,. A random variable representing the power
received at the un-trusted node from the trusted
node.

(vi) P,,. A random variable representing the power
received at the un-trusted node from the anchor
node.

(vii) r. Traffic ratio, that is, ratio of the traffic from the
trusted node to the traffic from the anchor node.

(viii) a. In the KS test, the parameter « controls the
probability of rejecting the null hypothesis that the
samples are from the same distribution.

5.5. Metric 1: Difference in Received Power. In this section, we
derive an expression for the difference in received power with
and without using the Hidden Anchor algorithm, which is
directly related to the average in estimated distance. Using the
above notation, the average received power when the Hidden
Anchor algorithm is used, via, over n samples is given by

VHA = % Zpr,-

nr/(1+r) n/(1+r)
P+ > P,
i=1

i=1

(4)

N

where P,, represents the ith sample from the corresponding
random variable. From (4),

n/(r+1)

1 nr/(1+r)
E[vual = [ Z E(Pﬁ,-)+ Z E(P’ﬂf)]

L i-1

1
- (E[P,] +E[P,]) -

r 1
= 20% + +——(20% +
T’+l( o h,xt) r+1( o huxu)

r 1
=20"+— +— .
02+ () + ——(hix,)
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F1GURE 2: Performance of the Hidden Anchor algorithm with and without induced noise for low receiver noise.

Similarly, when the Hidden Anchor algorithm is not in use,
the expected average received power, E(viz), over n samples
is given by

E[vis] = 202 + hixy. (6)
By subtracting (5) from (6), the expected difference in

received power between using the Hidden Anchor algorithm
and not using it is given by

E [Difference in Power Received]

| 7
= m(htxt - ha-xa)-

5.6.  Metric 2:  Kolmogorov-Smirnov ~ Test  Value. The
Kolmogorov-Smirnov statistic is used to test whether

two underlying one-dimensional probability distributions
differ. It is based on quantifying the distance between the
empirical cumulative distribution functions, F; and F, of
two sets and is defined as

KS Test Value = sup|F; (x) — F>(x)|. (8)

Using the above notation, the cumulative distribution func-
tion of the power received from the same ID when the Hidden
Anchor algorithm is used, is given by

1 r
Fya(P,) = —F,(P,) + ——F;(P
HA( r) r+1 u( r) r+1 t( r) (9)
=P ey + —
T eV e Xa) T

Xt(Pr | By, x).



Journal of Computer Systems, Networks, and Communications

90

m)

80
70
60
50
40
30
20

Difference in estimated distance (

0 1 1 1 1 1 1 1 1
5 10 15 20 25 30 35 40 45 50

Neighborhood radius (m)

—#- Noise variance = le — 7
-©- Noise variance = le — 6
@ Noise variance = le — 5

FiGure 3: Effect of changing the noise level and the neighborhood
radius on estimated distance at the un-trusted node.
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F1GURE 4: Effect of changing the traffic ratio and the neighborhood
radius on estimated distance at the un-trusted node.

Similarly, the cumulative distribution function of the power
received from the same ID when the Hidden Anchor algo-
rithm is not used is given by

Fm(P,) = Xt(Pr | ht>xt) (10)
From (9) and (10), the KS test value is given by

KS Test Value
(11)

1 sup Xt(Pr | By x) _Xa(Pr | Basxa) |.

5.7. Discussion. The performance of the Hidden Anchor
algorithm depends on many parameters including the noise

Difference in estimated distance (m)

Neighborhood radius (m)

—&— Un-trusted distance = 40
-©- Un-trusted distance = 55
@+ Un-trusted distance = 70

Figure 5: Effect of changing the un-trusted distance and the
neighborhood radius on estimated distance at the un-trusted node.

level, the ratio between the traffic sent by the anchor and the
traffic sent by the nearest trusted nodes, and the distance
between the anchor node and the un-trusted node which
affects the channel gain. For both metrics, the performance
of the Hidden Anchor algorithm can be arbitrary enhanced
by controlling the traffic ratio and the distance between
the anchor node and trusted nodes (neighborhood radius
parameter). For the deterministic metric, the performance is
independent from the noise at the receiver. This is expected
as averaging removes the effect of noise at the receiver.
This is not true however for the probabilistic metric, where
the entire signal strength distribution makes an effect on
performance. Note that probabilistic location determination
techniques are known to produce higher accuracy than
deterministic techniques as they use more information [10,
11].

In Section 7, we validate our analysis and show the effect
of each parameter on the performance of the algorithm in
more detail.

6. Adding Artificial Noise

The KS test value metric evaluates the performance of the
Hidden Anchor algorithm when un-trusted nodes use a
probabilistic location determination technique. Intuitively,
this metric should decrease, indicating better security, as the
noise level increases (Figure 6). Thus, if we can increase the
noise level artificially, we can achieve better anchor’s location
privacy. The challenge is to increase the ambiguity at the un-
trusted nodes without affecting the localization accuracy at
the trusted nodes. In this section, we present two techniques
that can be used to achieve this goal.

6.1. Symbol-Level Noise. Trusted nodes and anchor nodes
can intentionally add a noise vector to the transmitted signal
in a way that guarantees statistically independent, identically



distributed, Gaussian random signal samples at the receiver.
This induced noise can be picked out of a predetermined
noise codebook. Knowing the noise vector used by an anchor
node, any trusted node can easily subtract the added noise
to accurately localize this anchor node. For the un-trusted
nodes, the added noise vector is unknown. Thus, the noise
level is higher than the actual level.

To clarify the idea, assume that the received signal (Z) can
be represented as:

Z=Xh+n, (12)

where X is the transmitted signal, 4 is the channel gain, and
n is Additive White Gaussian noise.

Using the proposed technique, the transmitted signal is
now composed of the actual transmitted signal and the added
noise. Therefore, the received signal can be represented as

Z =X +na)h+n, (13)

where #, is the noise added by the anchor node.

For trusted nodes, both X and n, are known. Thus,
trusted nodes can easily estimate the distance to anchor
nodes by estimating 4. For un-trusted nodes, not knowing
the added noise vector, the received signal is given by

Z =Xh+nh+n, (14)
Z=Xh+w. (15)

As shown in (15), v is now the summation of two noise
components. By applying this technique, the noise at the un-
trusted receiver will be increased, leading to better privacy,
without affecting the localization accuracy at trusted nodes.

6.2. Frame-Level Noise. Adding noise at the symbol-level
requires changing the hardware. To use the same hardware,
trusted nodes and anchor nodes can add a frame-level noise
by randomly changing their transmission power. Using this
technique, not knowing the transmission power used, un-
trusted nodes can only estimate some noisy estimates of the
distance to trusted node. If both trusted and anchor nodes
randomize their transmission power at the same time, the
un-trusted nodes will not be able to detect any changes in
the received signal strength when both trusted and anchor
nodes share the same ID, thus, increasing anchors’ location
privacy.

Note that this induced frame-level noise technique is
different from the power randomization technique used in
HyberLoc [8, 9] as in HyberLoc, only anchor nodes change
their transmission power while in the induced frame-level
noise techniques, both trusted and anchor nodes change
their transmission power. The average transmission power of
the distribution used can be constrained to a certain value to
meet the energy efficiency requirements of the WSN.

6.3. Analysis. For the symbol-level induced noise, the anal-
ysis of the performance of the Hidden Anchor algorithm is
identical to the analysis of Section 5.4 with increased noise.
In this section, we analyze the performance of the Hidden
Anchor algorithm with induced frame-level noise.
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6.3.1. Metric 1: Difference in Received Power. The average
received power when the Hidden Anchor algorithm with
induced frame-level noise is used, vha, over n samples is
given by

VHA = % zPr,-

nr/(1+r) n/(1+r)
( Z P, + Z P,a)

where P, represents the ith sample from the corresponding
random variable

1 nr/(1+r) n/(r+1)
n[ Zl E(P, )+ ZlE(P)]
i= i=

(16)

N

E[vhal =

1 nr/(1+r) n/(r+1)
= n[ > (2% +hxy)+ > (207 + huxu,.)]

i=1 i=1

nr/(1+r)

1 n/(r+1)
207 +[ht Z xt, + hy Z xa,]

i=1

(17)

Similarly, when the Hidden Anchor algorithm is not in use,
the expected average received power, E(vgz), over n samples
is given by

E[vis] = 20% + —Zx,, (18)

From (17) and (18), given an average power constraint,
as n — oo, the difference in received signal converges to
(7). Thus, for the deterministic case, the frame-level-induced
noise gives no privacy advantage.

6.3.2. Metric 2: Kolmogorov-Smirnov Test Value. The cumu-
lative distribution function of the power received when the
Hidden Anchor algorithm with induced frame-level noise is
used is given by

imax

Fua(Pr) = — Zqu, o(Pr | X4,)

Imax

P(Xt,-)Ft(Pr | Xti)

r+1<
i=1
(19)

1 fmax

= T’+IZP xax Xﬂ(p | hmxa,)

Imax

+ r_l_lizzlp(‘xti)xt(})r’ ‘ ht)xt,‘)a

where iy is the number of power levels used.
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Similarly, the cumulative distribution function of the
power received when the Hidden Anchor is not used is given
by

Imax

Fra(P,) = D P(x)x: (Pr | b xy,). (20)

i=1
Thus, the KS test value is

Imax

sup Zp(xti)Xt(Pr | ht)xt,-)

i=1

KS Test Value = !
r+1

7zp(xai)Xa(Pr | huyxai)
i-1
(21)

Note that (11) is a special case of (21) when ipax = 1, that
is, without randomization.

6.4. Numerical Evaluation. In this section, we numerically
compare the performance of the proposed original Hidden
Anchor algorithm (11) against the same algorithm with
induced artificial noise (21). Figure 2 shows the PDE, CDF,
and difference of CDFs (the maximum of this difference
is proportional to the KS test value). The probability
distribution used to induce the artificial noise is a discrete
exponential distribution over three discrete power levels
(i.e, imax = 3). The discrete exponential distribution is
the entropy maximizing distribution under a given average
power level constraint [9]. The figure shows that the
proposed randomization technique reduces the KS test value,
which is equivalent to better privacy. We will investigate
the effect of different parameters on the performance of the
Hidden Anchor algorithm in the next section.

7. Simulation Study

In this section we evaluate the performance of the Hidden
Anchor algorithm and show the effect of changing differ-
ent parameters on its performance. We also evaluate the
performance of the Hidden Anchor algorithm with induced
artificial noise.

7.1. Simulation Environment. The Hidden Anchor algorithm
was implemented using Matlab. The sensor nodes were
randomly distributed over a square of 100x100 m?. Results
represent the average over five different network topologies
where every network was randomly generated with a dif-
ferent seed. Without loss of generality, we show the results
for only one un-trusted node. We use the “difference in
estimated distance” and “KS test value” metrics, described in
Section 5.4.

7.2. Simulation Parameters. We evaluate the effect of differ-
ent parameters on the difference in estimated distance metric
and the KS test value. The parameters that we considered in
this simulation are the following.

7.2.1. Noise Level. This parameter represents an additive
white Gaussian noise with zero mean and total power of 2¢2.

7.2.2. Traffic Ratio. This parameter (r) represents the ratio of
the traffic sent by the trusted node to the traffic sent by the
anchor node.

7.2.3. Neighborhood Radius. This parameter represents the
maximum distance between the anchor node and the trusted
nodes whose IDs it clones. Note that the anchor nodes pick
its identity randomly from this set of neighbors.

7.2.4. Un-Trusted Distance. This parameter represents the
distance between the anchor node and the un-trusted node.

7.3. Results for the Hidden Anchor Algorithm

7.3.1. Effect of the Parameters on Metric 1: the Difference in
Estimated Distance. Figure 3 verifies that the difference in
estimated distance metric is not affected by the noise level
at the receiver (7). Thus, we fix the noise level in this part to
le — 6.

Figure 4 shows the effect of changing the neighborhood
radius for different traffic ratios. The un-trusted distance
is fixed to 70 m. The results show that as the traffic sent
by the trusted node increases, relative to the traffic sent by
the anchor node, the difference in the estimated distance
decreases. Since typical anchor-based algorithms use low
anchor traffic to trusted nodes traffic ratio, this shows the
promise of the proposed Hidden Anchor algorithm.

Figure 5 shows the effect of changing the neighborhood
radius with different un-trusted distance values. The traffic
ratio is fixed to 1:1. The figure shows that as the distance
between the anchor node and the un-trusted node increases,
the difference in the estimated distance decreases. Conse-
quently, the un-trusted node will not be able to differentiate
between the physical signal transmitted by the anchor node
and the physical signal transmitted by the trusted node.
The reason is that the effect of the distance difference on
signal strength between the anchor node and the neighboring
trusted nodes diminishes as we go away from the anchor
node.

7.3.2. Effect of the Parameters on Metric 2: the KS Test Value.
Figure 6 shows the effect of changing the neighborhood
radius on the KS test value for different noise levels. The two
horizontal lines represent the critical values for the test for
a = 0.01 and a = 0.05, respectively. Other parameters were
fixed at un-trusted distance = 70 m, and traffic ratio = 1: 1.
As the noise level increases, the KS test value decreases. This
indicates that the difference between the distribution of the
received signal strength using the Hidden Anchor algorithm
and without using it decreases as the noise level increases.
Figure 7 shows the effect of changing the neighborhood
radius for different traffic ratios. Other parameters were fixed
at un-trusted distance = 70 m, and noise variance = le — 6.
The results show that as the traffic sent by the trusted node
increases, with respect to the traffic sent by the anchor node,
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FiGurk 6: Effect of changing the noise level and the neighborhood
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FiGure 7: Effect of changing the traffic ratio and the neighborhood
radius on the KS test value. The two horizontal lines represent the
critical values for the test for & = 0.01 and & = 0.05, respectively.

the KS test value decreases. This means that we can improve
the performance of the algorithm dramatically by reducing
the traffic sent by the anchor, which is typical for anchor-
based algorithms.

Figure 8 shows the effect of changing the neighborhood
radius for different un-trusted distance values. Other param-
eters were fixed at traffic ratio = 1:1, and noise variance
= le — 6. The figure shows that as the distance between
the anchor node and the un-trusted node increases, the
difference in the estimated distance decreases. Consequently,
the un-trusted node will not be able to distinguish between
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Figure 8: Effect of changing the neighborhood radius and the un-
trusted distance on the KS test value. The two horizontal lines
represent the critical values for the test for « = 0.01 and & = 0.05,
respectively.
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Figure 9: Effect of randomizing the transmission power on the
KS test value for different noise levels. The two horizontal lines
represent the critical values for the test for « = 0.01 and a = 0.05,
respectively.

the physical signal transmitted by the anchor node and the
physical signal transmitted by the trusted node.

7.4. Results for the Hidden Anchor Algorithm with Induced
Artificial Noise. For Metric 1, as indicated by the analysis in
Section 6, there is no advantage of randomizing the transmit
power, since averaging over a large number of samples
reduces the effect of randomization. The rest of this section
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Figure 11: Effect of randomizing the transmission power on the
KS test value for different un-trusted distances. The two horizontal
lines represent the critical values for the test for « = 0.01 and a =
0.05, respectively.

evaluates the advantage of using induced artificial noise on
Metric 2: the KS Test Value.

Figures 9, 10, and 11 evaluate the performance when
the Hidden Anchor with induced artificial noise is used.
The results show significant improvement in the KS test
value when the anchor and trusted nodes randomize their
power given an average power constraint. The simulation
parameters used in Figures 9, 10, and 11 are the same
parameters used in Figure 6, 7, and 8, respectively.
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7.5. Summary. In this section, we have evaluated the per-
formance of the Hidden Anchor algorithm for different
parameters: the noise level, traffic ratio, the maximum
distance between the anchor node and the neighboring
trusted nodes, and the distance between the anchor node and
the un-trusted node.

We have also evaluated the performance of the network
when we added artificial noise to the Hidden Anchor algo-
rithm by randomizing the transmission power. The results
show significant improvement in anchors’ location privacy
when the un-trusted nodes use a statistical localization
method like the K test.

In all cases, the designer of the network can control the
traffic ratio and the maximum distance between the anchor
node and the neighboring trusted nodes. Reducing the
anchor node to trusted nodes traffic ratio enhances security
but may decrease the localization accuracy at trusted nodes.
The results show that we can make the performance metric
arbitrary small, indicating better privacy, by controlling these
two parameters.

8. Conclusion

In this paper, we focused on the physical layer location
privacy problem, where an anchor node wants to hide its
physical signal information from un-trusted nodes, while
at the same time allows trusted nodes to benefit from this
information. We proposed the Hidden Anchor algorithm for
solving the physical layer location privacy and evaluated
its performance through analysis and simulation experi-
ments. Our results show that the Hidden Anchor algorithm
can effectively hide the location and identity of anchor
nodes without limiting the localization accuracy for trusted
nodes, thus providing anchor nodes’ unobservability. The
Hidden Anchor algorithm can underlie higher layer anchor-
based localization algorithms that, when Hidden Anchor is
employed, would not have to consider the physical layer
threats to their operation. We also described a technique for
improving the performance of the Hidden Anchor algorithm,
when the un-trusted node employs a probabilistic location
determination system, based on adding artificial noise to
the network. The proposed technique significantly enhances
the privacy of the network without affecting the localization
accuracy at trusted nodes.
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The new IEEE 802.21 standard specifies link layer intelligence and other related network information to upper layers in order to
optimize handovers between networks of different types, such as WiMAX, Wi-Fi, and 3GPP. This paper makes a short description
of 802.21 standard, how it is implemented in ns-2, and the signaling used in a handover between WiMAX and Wi-Fi. The paper
also proposes a novel and very simple approach to determine the expected number of handovers in an ns-2 simulation and also
evaluates the reliability and scalability of ns-2 when simulating 802.21 scenarios with multiple nodes.

1. Introduction

As wireless users constantly demand for more mobility and
bandwidth, a solution was needed that allows their mobile
devices to use “any” network in range in order to get coverage
or better service. The IEEE 802.21 standard [1] is a first
step in order to allow mobile devices to successfully make a
handover (HO) between networks of different technologies,
such as WIMAX, Wi-Fi, UMTS, Bluetooth, or Ethernet.

The most basic way of describing an HO is when a
phone call in progress is redirected from its current cell to
a new cell. This normally happens when the mobile device
making the call is in movement and detects that it is losing
coverage, so it needs to “jump” to another antenna. When
the HO is within the same technology, for example, between
Wi-Fi cells, it is called a horizontal HO. If it is executed
between different technologies, for example, WiMAX to Wi-
Fi, then it is called vertical HO. Horizontal HOs are easy to
implement because the operation is typically made under the
same operation domain. Vertical HOs, on the other hand, are
typically executed between different operators, and require a
much more complex signaling.

This paper is an attempt to evaluate the reliability and
scalability of the network simulator-2 (ns-2) [2] tool in
simulating multiple vertical HOs under the scope of IEEE
802.21. Currently the 802.21 functionality can be incorpo-
rated in ns-2 by using external add-on modules developed by
the National Institute of Standards and Technology (NIST)

(NIST is a nonregulatory federal agency within the U.S.
Department of Commerce. NIST’s mission is to promote
U.S. innovation and industrial competitiveness by advancing
measurement science, standards, and technology.), that are
based in 802.21 (draft 3).

The paper is structured as follows. Section 2 explains
the current implementation of IEEE 802.21 in ns-2. Sec-
tion 3 describes relevant related work published by research
projects and the academic community. Section 4 provides a
general description of the signaling involved in a handover
between WiMAX and Wi-Fi technologies and presents a
message sequence chart for the correspondent events in ns-2.
Section 5 describes our simulation scenario, presents a novel
approach to determine the expected number of handovers
in an ns-2 simulation and also presents simulation results.
Section 6 deals with result analysis and conclusions and
future work. Finally, Section 7 is for acknowledgments.

2. Related Work

Since the release of the mobility package by NIST, as part of
their joint work with IEEE 802.21 and the IETF, numerous
research studies have used these modules. Reference [3]
evaluates the performance of an adaptive channel scanning
algorithm for IEEE 802.16 using a previous version of the
WIiMAX module that is used in this paper. In [4] the
handover latency for the cases where UDP and TCP carry



MIH signaling messages is compared and some of the design
tradeoffs are presented. The evaluation of the performance of
a vertical handoff scheme between 802.11 and 802.16 wireless
access networks with respect to signaling cost, handoff
delay, and QoS support can be found in [5]. Reference
[6] evaluates a proposed cross-layer mechanism for making
intelligent handover decisions in FMIPv6 in terms of han-
dover latency, packet loss and handover signaling overhead,
and [7] evaluates a new enhanced Media Independent
Handover Framework (eMIHF) that allows for efficient
provisioning and activation of QoS resources in the target
radio access technology during the handover preparation
phase.

The use of ns-2 with NIST modules has also been used to
propose new implementation guidelines to the new security
extension for IEEE 802.21 that is yet to come (IEEE 802.21a).
Reference [8] compares different authentication techniques,
namely, reauthentication and preauthentication, that may
be used in order to reduce the time and resources required
to perform a vertical handover. Reference [9] measures
the performance of the authentication process in media
independent handovers and considers the impact of using
IEEE 802.21 link triggers to achieve seamless mobility, and
[10] proposes an extension to current network selection
algorithms that takes into account security parameters and
policies and compares the handover performance with and
without the proposed extension.

3. Heterogeneous Handovers in ns-2

The support for vertical HO scenarios is available, but
limited, in ns-2 through the use of NIST add-on modules
[11]. These modules were developed for version 2.29 of ns-
2. NIST added and changed numerous files in the standard
release of ns-2 in order to support mobility scenarios. The
following are some of these changes:

(i) development of a new IEEE 802.21 add-on module
[12], based on draft 3 of IEEE 802.21;

(ii) development of a new IEEE 802.16 add-on module
[13], based on IEEE 802.16g-2004 standard [14]
and the mobility extension 802.16e-2005 [15] (both
updated in 2007);

(iii) development of a new Neighbor Discovery add-on
module [16] for IPv6 (limited functionality);

(iv) update of the existing IEEE 802.11 MAC implemen-
tation [17].

3.1. IEEE 802.21 Support in ns-2. The 802.21 add-on module
contains an implementation of the Media Independent
Handover Function (MIHF) based on draft 3 of IEEE 802.21
specification. An overview of the MIHF interaction with the
different components of the mobile node (MN) is shown in
Figure 1.

The MIHF and MIH Users are implemented as Agents.
An Agent is a class defined in ns-2, extended by NIST,
that allows communication with both the lower layers (i.e.,
MAC) and the higher layers (i.e., MIH Users), providing the
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mapping between the media independent interface service
access point (MIH_SAP) and the media-dependent interface
(MIH_LINK_SAP and media-specific primitives). Because of
this, the MIHF can send layer 3 packets to remote MIHF and
MIH User can register with the MIHF to receive events from
local and remote interfaces. The MIHF is also responsible
of getting the list and status of local interfaces and control
their behavior. The MIH User class is hierarchy organized
according to Figure 2.

From Figure 1, we can see that MIH Users make use
of the functionalities provided by the MIHF in order to
optimize the HO process. MIH Users typically will send
commands to the MIHF and receive events or messages.
The Interface Management class (IFMNGMT), depicted
in Figure 2, provides flow management functions which
facilitate the HO module in finding the flows that need
to be redirected. The IFMNGMT also receives events from
the Neighbor Discovery (ND) agent when a new prefix is
detected or when it expires. The MIPV6 Agent adds the
redirection capability to the MIH User. When a flow needs
to be redirected, a message can be sent to the source node
to inform it of the new address or interface to use. The
Handover class provides a template for HO modules and
computes a new address after a successful HO.

3.2. 802.21 Supported Technologies in ns-2. Currently ns-
2 supports the following technologies in IEEE 802.21 sce-
narios: WiMAX (802.16), Wi-Fi (802.11), and UMTS and
ethernet (802.3). In the scope of the work described in this
paper only WiMAX and Wi-Fi will be used in the simulation
scenario described in Section 4.

3.2.1. Implementation of Nodes with Multiple Interfaces in ns-
2. Supporting nodes with multiple interfaces is not intuitive
in ns-2, because external packages do not necessarily follow
the same node structure as the one defined in the basic model
(i.e., routing algorithms are different). To resolve this issue,
NIST created the concept of multiFace node, which is a node
who links to other nodes. The other nodes are considered
interfaces for the multiFace node, and the multiFace node
can be viewed as a “supernode”. This concept is illustrated
in Figure 3.

The interface nodes trigger events and send them to
the multiFace node. The MIH Users on the multiFace node
can register to receive these events. Additionally each of the
interface nodes will also run an instance of the Neighbor
Discovery (ND) agent, detailed in Section 3.2.5, in order to
detect layer 3 movement.

3.2.2. Integration of WiMAX. The WiMAX module was
developed entirely by NIST, the supported features are shown
in Table 1.

A limitation of the implemented WiMAX model is that,
when using WIMAX cells, at the beginning of the simulation
there must be at least one MN within each cell range in
order for the BS to function correctly. Due to this condition,
a WIMAX simulation scenario has to include “phantom”
nodes. Figure 4 illustrates this concept.
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FIGure 1: MIH implementation in ns-2 [12].
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FiGurg 2: MIH User class hierarchy [12].

3.2.3. Integration of Wi-Fi. Regarding the Wi-Fi module, the
following features were changed in order to support basic
802.21 functionality [17].

(1) Backoff and Defer Timers. The modifications made
include the separation of the defer time (such as
SIFS, DIFS, or EIFS in IEEE 802.11 standard) and
the backoff time. Another modification is that after
receiving an ACK, a backoff is triggered only if there
is no beacon to be sent.

(ii) Management Frames—Beacons. The beacon messages
have been added to the implementation. They can be
used by an AP to inform the MN about its presence,
and are sent at a specific interval (typically every
100 ms).

(iii) Management Frames—Association Request and Re-
sponse. The Association Request and Response frames
have been added to allow an MN to connect to an AP
at layer 2 and to add the possibility of an AP to reject
the MN from accessing the network (e.g., as part of a
congestion control mechanism).

(iv) Support for Multiple APs and Scanning. Modifications
were made to resolve the scanning functionality and
the interference model when using multiple APs. As a

result all MNs share the same channel object which is
responsible of knowing the frequency used by each
MN’s physical layer. Only the MNs using the same
frequency will communicate with each other. With
these new capabilities, it is possible to implement
scanning mechanisms at the MAC layer.

3.2.4. Integration of Information Services, Command Services,
and Event Services. IEEE 802.21 standard defines three types
of services: Information Services (ISs), facilitate discovery
and selection of multiple types of networks that exist within
a geographical area; Command Services (CSs), enable higher
layers to control the physical, data link, and logical link layers
and; Event Services (ESs), indicate changes in state and trans-
mission behavior of the physical, data link, and logical link
layers or predict state changes of these layers. ISs are currently
not supported in ns-2 802.21 implementation. Both CS an ES
are supported, Table 2 shows the correspondent primitives.

3.2.5. Support for Subnet Discovery and Change of Address.
For supporting subnet discovery and change of address when
making an HO, ns-2 makes use of Router Advertisement
(RA), Router Solicitation (RS), and ND messages. RA mes-
sages are broadcasted periodically by Access Points (APs)
or base stations (BSs) to inform MNs about the network
prefix. In ns-2, each AP (Wi-Fi) or BS (WiMAX) is on a
different subnet (domain or cluster in ns-2 nomenclature)
and therefore will require a layer 3 HO, so the prefix is the
address of the AP/BS that sends the RA.

The ND agent located in each MN is responsible for
receiving RA messages and determines if it contains a new
prefix; if yes the ND agent informs the interface manager; if
not, the timer associated with the current prefix is refreshed.
If an MN loses the connection with its current point of
attachment (PoA), AP or BS, it will not receive more RAs
from that PoA therefore the current prefix expires; in this case
a notification is also sent to the interface manager.

RS messages are used by MNs to discover new APs or BSs
after the HO.
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3.2.6. Power Boundaries in Wi-Fi and WiMAX Cells in ns-
2. In order to identify power boundaries to be used in the
simulation, three variables were defined [17]; see Figure 5.
The description of the power boundaries is as follows.

(i) CSTresh defines the minimum power level to sense
wireless packets and switch the MAC from idle to

busy;

(ii) RX Tresh defines the minimum power level to receive
wireless packets without error;

(iii) pr_limit is always equal or superior to 1 and is used in
the equation (RX Tresh_)* (pr_limit_); this equation
defines the minimum power level that an interface
senses before triggering a Link_Going_Down event.
The higher the pr_limit_ coefficient, the sooner the
event will be generated.

4. General Description of
a Handover between WiMAX and Wi-Fi

This section provides a short description of the sequence of
events that a MN and network perform in order to make
a successful HO. The power received at MN’s interfaces,
depicted in Figure 6, and the message sequence chart
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TaBLE 1: Supported and unsupported features in ns-2 WiMAX module.

Available features

Features not implemented

(i) Wireless MAN-OFDM physical layer with configurable modulation

(ii) Time Division duplexing (TDD)

(iii) Management messages to execute network entry (without authentication)
(iv) Default scheduler providing round robin uplink allocation to registered Mobile

Stations (MSs) according to bandwidth requested
(v) IEEE 802.16e extensions to support scanning and handovers

(vi) Fragmentation and reassembly of frames

(i) Wireless MAN-OFDMA

(ii) Frequency Division duplexing (FDD)
(iii) (ARQ) Automatic Repeat Request
(iv) Service Flow and QoS scheduling

(v) Periodic ranging and power adjustments
(vi) Packing

(vii) Error Correction
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FIGURE 6: Received power on both MN’s interfaces.

TasLE 2: Supported MIH commands and events in ns-2.

MIH commands MIH events

Link event subscribe Link UP

Link event unsubscribe Link down

Link configure threshold Link going down

Link get parameters Link detected

MIH get status Link event rollback
MIH link scan Link parameters report

Link handover imminent
Link Handover Complete

depicted in Figure 7 are important to better understand the
description that follows.

Figure 6 shows that a particular MN started in a WIMAX
cell and in the first 10s the MN is stopped. Then it started
to move in direction of the center of the BS, and in its way a
Wi-Fi network was detected. Since the used HO algorithm
considers Wi-Fi a better network than WiMAX, the MN
makes the HO to the Wi-Fi network (¢ = 22s). MN stays
in this network for approximately 7 s, when it senses that it is
losing coverage. Since the WIMAX signal is still available the
MN makes a new HO to the WiIMAX network (because it has
no better network). The MN is the closest to the BS at instant

t = 35, when the Rx power is at its highest value. The MN
then continues its way and stops at instant t = 40s.

A more detailed description of the sequence of events is
as follows.

(1) MIH user on the MN sends MIH Get Status Request
to MN’s MIHE.

(2) MN’s MIHF responds with an MIH Get Status
Response, saying that two interfaces are available: one
is link type 27 (WiMAX) and the other is link type
19 (Wi-Fi); both interfaces support commands and
events.

(3) MIH wuser subscribes for events on both MN’s
interfaces.

(4) MN’s WiMAX interface receives a Download Context
Descriptor (DCD) and an Upload Context Descriptor
(UCD) from the BS and triggers a Link Detected
event.

(5) MIH User Agent in the MN receives the Link Detected
and since this is the only interface detecting a
possible PoA, it commands MN’s WiMAX interface
to connect to the BS.

(6) MN’s WiMAX interface connects to BS and triggers
a Link Up event that is received by MN’s MIHF that
then commands MN’s MIPv6 agent to request the
ND Agent to send an RS.

(7) MN’s WIMAX interface sends an RS; BS detects that
this is a new neighbor, it then sends an RA including:
router-lifetime (1.800s), prefix valid_lifetime (5s),
network prefix (ex. 2.0.0), and advertisement interval
(10).

(8) MN’s WiIMAX interface receives the RA. This inter-
face will now reconfigure its address according to the
received prefix (i.e., interface address = 2.0.1). MN’s
MIH Agent is notified and commands the WiMAX
interface to send an MIH Capability Request to the
BS.

(9) BS receives the MIH Capability Request and sends an
MIH Capability Response including its MIHF identi-
fication; MIH Agent now knows the identification of
the remote (PoA) MIHF identification.

(10) Att = 55, CN starts to send CBR traffic to the MN.
Traffic is received through the WiMAX interface.
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FIGURE 7: Sequence of events triggered by WIMAX-Wi-Fi-WiMAX handover using NIST modules in ns-2.
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(11) Att = 10s, MN starts moving towards Wi-Fi cell.

(12) Atapproximately t = 22 s, MN’s Wi-Fi interface starts
detecting 802.11 beacons and triggers a Link Detected
event when the received power of the beacon frames
is above the threshold value; MIH Agent in the MN
receives the Link Detected event and, since this is a
better interface, it commands MN’s Wi-Fi interface
to connect to the AP.

(13) MN’s Wi-Fi interface and the AP exchange Associa-
tion Request and Response frames in order to connect
the MN to the Wi-Fi cell. After MN’s Wi-Fi interface
receives the Association Response, it will trigger a Link
Up event; MIH Agent in MN receives the Link Up
event and commands MN’s MIPv6 agent to request
the ND Agent to send an RS.

(14) MN’s WiFi interface sends an RS; AP receives the
RS and detects that this is a new neighbor, it then
sends a RA including router lifetime (18s), prefix
valid lifetime (55s), network prefix (ex. 3.0.0), and
advertisement interval (10s).

(15) MN’s Wi-Fi interface receives the RA. This interface
will now reconfigure its address according to received
prefix (i.e., interface address = 3.0.1). MN’s MIH
Agent is notified.

(16) MN’s MIPv6 Agent commands the Wi-Fi interface
to send a Redirect message to the CN in order to
inform the CN of the new MN location; CN’s MIPv6
Agent receives the Redirect message and sends an Ack
message that is later received by MN’s Wi-Fi interface
which then notifies MN’s MIH Agent. This behavior
is considered a make-before-break, that is, the MN
will use both interfaces at the same time in order to
perform a seamless HO.

(17) At approximately ¢+ = 22s MN’s MIH Agent has
the confirmation that the CN has been notified of
MN’s new address and redirects the reception of CBR
traffic from the WiMAX interface (2.0.1) to the Wi-
Fi interface (3.0.1); traffic comes in using the link
between Wi-Fi interface and AP.

(18) MN’s MIH agent commands the Wi-Fi interface
to send a MIH Capability Request to the AP; AP
responds with a MIH Capability Response including
its MIHF identification; this process is similar to what
was described to WiMAX.

(19) MIH Agent receives the MIH Capability Response
with the identification of the new remote (PoA)
MIHEF identification.

(20) At approx. t+ = 28s the MN is approaching the
boundary of Wi-Fi cell so the Wi-Fi interface triggers
a Link Going Down event (based on the received
power of the beacon frames); due to MN’s speed
the probability that the Wi-Fi link goes down starts
to increase. When it reaches a specified value (90%
in our case), and since MN’s WiMAX interface is
still active, the MN MIPv6 Agent commands the
WiIiMAX interface to send a Redirect message to the

CN in order to inform the CN of the new MN
location (2.0.1). Additionally the MN’s MIH Agent
commands the Wi-Fi interface to execute a Link Scan
in order to search for other nearby Wi-Fi networks.

(21) MN’s Wi-Fi interface executes the scan sending a
Probe Request in each of the defined IEEE 802.11
channel frequencies. A Probe Response is only received
in channel 2 (where the MN currently is). Based on
this, MN’s MIH Agent is notified that this is the only
available Wi-Fi network.

(22) CN’s MIPv6 Agent receives the Redirect message and
sends Ack message that is received by MN’s WiMAX
interface; MIH Agent is notified.

(23) At approximately t = 29s MN’s MIH Agent has
the confirmation that the CN has been notified of
MN’s new address and redirects the reception of CBR
traffic from the Wi-Fi interface (3.0.1) to the WiIMAX
interface (2.0.1); traffic now comes in using the link
between the WiMAX interface and BS.

(24) Almost at the same time MN’s Wi-Fi interface trig-
gers a Link Down event, and the MN is disconnected
from Wi-Fi cell.

5. Simulation Scenario

The simulation of 802.21 HOs between heterogeneous
networks using ns-2 has two main purposes: (i) evaluating
802.21 NIST add-on modules for ns-2 and (ii) evaluating
the reliability and scalability of ns-2 in simulating 802.21
scenarios.

In order to achieve these goals, a network topology
consisting of one WiMAX base station, three Wi-Fi access
points and a variable number of MNs was created. Choosing
for a variable number of MNs allows us to measure ns-2
scalability in simulating 802.21 scenarios. Figure 8 presents
the network topology, and Table 3 presents values for the
most relevant variables.

5.1. Determining the Number of IEEE 802.21 Handovers in
ns-2. When simulating IEEE 802.21 scenarios in ns-2 with
a variable number of nodes with random start and end
positions, it is important to determine the number of HOs
that would be triggered by MNs. Comparison between this
value and the effective number of HOs that were produced
in ns-2 simulation is important because it is an indication of
the HO success rate as the number of MNs increases in the
simulation. Since ns-2 does not provide this information, a
new innovative way of determining such a value is proposed
in this paper. Taking in consideration Figure 8 and knowing
that MN’s have a rectilinear movement (Table 3), a handover
happens when a MN crosses the boundary of a 802.11 cell;
this is independent of the start and end positions of the MN.

Using the MN positioning data obtained from ns-2
simulation, it is possible to draw the trajectories of each
simulated MN. The total number of intersections between
the MNs trajectories and 802.11 boundaries gives the
theoretic number of handovers in the simulation.
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FIGURE 9: Determining no. of HOs by geometric calculation.

The trajectories for 100 MNs triggering a total of 79 han-
dovers can be seen in Figure 9; the big circle corresponds to
the WiMAX coverage area, the three small circles correspond
to the three Wi-Fi cells coverage and the lines correspond
to MN trajectories. Fach line starts with a small circle (MN
start position) and ends with a cross (MN end position).
The intersections between lines and the three Wi-Fi circles
are indicated by small triangles. Each Wi-Fi cell has also two
doted circles representing the power boundaries described in
Section 3.2.6.
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5.2. Simulation Results. To evaluate ns-2 as a platform for
simulating handovers in 802.21 scenarios, we measure (i)
system packet loss, (ii) handover time (delay), and (iii) the
impact of higher traffic bit rates in the system.

Figure 10 shows the packet loss in the system. The packet
loss in the system is the difference between the total number
of packets sent by the CN and the number of the packets
received by all MNs (including both WiMAX and Wi-Fi
interfaces).

Figure 11 shows the evolution of HO time from WiMAX
to Wi-Fi and vice versa as the number of MNs increases in
the system. The HO time is the amount of time that elapses
between an interface sending an MIPv6 Redirect Request to
the CN and receiving the correspondent Redirect Ack from
the CN.

For the specific simulation of 100 MNs in the system,
Figure 12 identifies the MNs that executed an HO, the
wireless networks to which a particular MN has made the
HO, and the specific time it took for that specific handover.
As an example, we can see that MN number 10 executed
two HOs, one to the WiMAX cell and the other to Wi-FI
cell (AP3). MN number 60 has not made any HO. Figure 12
also shows that for 100 MNs in the system the average HO
time to Wi-Fi cell (less sensitive to the number of MNs in the
simulation) is approximately 5 ms, and the average HO time
to WiMAX cell is approximately 230 ms (also see Figure 11
for 100 MNs).

Figures 12, 13, and 14 show how the increase in bit rate
and the number of MNs in the simulation affect the packet
loss and the HO time (delay).

6. Conclusions and Future Work

IEEE 802.21 uses a significant amount of signaling in the
nodes themselves and between the nodes and network
infrastructure. Even considering the fact that the NIST
802.21 add-on modules only support limited functionality
of the standard, the amount of signaling generated by this
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TaBLE 3: Simulation parameters.

Number of mobile

Between 1 and 100
nodes

Mobile movement Rectilinear movement at 50 Km/h

Propagation channel

model Two-Ray Ground

Wired links All wired links support 1 Gbps

UDP, constant bit rate at (Kbps) 50,

Traffic parameters 100, 200, 300, 500, and 1000.

WiMAX coverage 500 m
Technology: 16QAM (10 Mbps)
WiMAX parameters BS Tx power: 15W (41 dBm) @

3.5GHz
RX Thresh_: 1.215e-9W (~—60 dBm)
CSTresh_: Level 80% of RX Thresh_

Wi-Fi coverage 100 m

Technology: 802.11b (11 Mbps)

AP Tx power: 100 mW (20 dBm) @
2.417 GHz

RX Thresh: 0,989 e-9W (~ —60 dBm)
CSThresh_: Level 90% of RX Thresh_
prlimit_: 1.2
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FiGure 11: HO time versus no. of MNs.

module is significant. Adding to this, there is also all the
signaling from 802.11 and 802.16 (including management
and beacon frames). Beacons frames are mandatory in the
simulation, because MN’s interface uses them to trigger
MIH events such as “Link Detected” or “Link Going Down”
(see Table 2); they are a fundamental part of the network
discovery process MNs do in order to discover networks
(better coverage or better service).
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From our analysis, packets are lost mainly due to (i)
address resolution issues, in which case ARP must run every
time a MN enters a new cell, (ii) the handover operation
and, (iii) insufficient bandwidth in the deployed radio access
technologies. It is also possible to see this effect in Figure 13.

For audio, lost packets produce choppy, broken audio.
The IEEE 802.20 Working Group [18] recommends less than
2% packet loss for mobile voice.

For video in mobile networks, packet loss tolerance
heavily depends on the scenario. A packet loss of 1% [18] is
accepted for noninteractive video; for interactive video, such
as in a videoconference, the recommended is less than 0.1%.

Looking at the obtained results for packet loss in our
simulated scenario, see Figure 10, we can see that if more than
40 MNs are present in the topology, voice would degrade
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to bad quality. For video, only non-interactive applications
would be allowed, because buffering and retransmission of
lost packets are possible. If traffic flow has an increased
bit rate, see Figure 13, video support would degrade to
unacceptable quality.

Regarding the handover time, results depicted in Figures
11 and 12 show that HO to the WiMAX cell is more sensitive
to the number of MNs in the simulation than the Wi-Fi cells.
This can be explained by the fact that the WIMAX cell is
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bigger than the Wi-Fi cells, so is the total number of MNs
inside the WIMAX cell. Since each MN is receiving traffic
from the CN, more traffic is being supported by the WiMAX
cell. Additionally, we observed that the delay associated with
the first part of the handover (till redirect message reaches
the CN) has the same tendency as the ones in Figure 11. We
concluded that this difference in behavior is related to how,
in ns-2, these two technologies implement the uplink and
downlink scheduler and the contention resolution/avoidance
for the wireless shared medium.

Considering IEEE 802.20 Working Group recommenda-
tions for mobile voice, the one-way network delay should
be less than 150 ms. By looking to the evolution of the
handover delay to WiMAX depicted in Figure 11 we could
think that in the simulated scenario the obtained results were
acceptable to guarantee such recommendation; however the
measured HO time does not take in consideration that some
HO features, such as user authentication, resource query,
and resource reservation in the target network, are not
currently implemented in NIST add-on modules for ns-2. If
such features were supported, the HO delay would increase;
as shown in [10] by including authentication and some
additional primitives for Information Services, the handover
delay can reach up to 1 second.

According to [18] a delay of 150 ms and 200 ms is accept-
able for low- and high-quality voice, respectively, in mobile
networks. For non-interactive video a one-way network delay
of 280 ms [18] is acceptable, and for interactive video, the
delay will depend on the class of interactivity. According to
ITU-T Recommendation Y.1541 [19], a network delay of
100 ms is acceptable for class 0 and up to 400 ms is acceptable
for class 1.

Results depicted in Figures 11, 12, 14, and 15 show that
such recommendations can be achieved during handover by
both WiMAX and Wi-Fi technologies, given that the number
of associated MNs and traffic flow volume are in acceptable
values.

We can say that ns-2 with NIST add-on modules
proved to be a valuable tool to simulate IEEE 802.21
handover scenarios and better understand the basic signaling
of IEEE 802.21 standard. NIST add-on modules however,
only support part of the standard (based on draft 3) and
were not conceived to simulate a high number of MNs as
some adaptations in ns-2 were needed in order to run the
simulations described in this paper. Nevertheless obtained
results have proven an acceptable approximation to what
could be expected in real case scenarios.

Considering that add-on modules, such as WiMAX,
Wi-Fi, UMTS, Bluetooth, FMIPv6, amongst others, are
constantly being added and updated by the ns-2 community,
the importance of ns-2 for 802.21 simulations becomes
clear. It will not only allow simulating complex vertical
handover scenarios, prohibitive to do in a real testbed, but
also allow modifying such modules in order to model missing
primitives and better predict results for a real scenario. As
shown by our experiments, both WIMAX and Wi-Fi modules
need improvements in the scheduling mechanisms and the
contention resolution/avoidance for the shared medium in
order to better reflect the technology’s real behavior.
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As future work, new contributions could appear on the
following topics: (i) implementation of missing IEEE 802.21
primitives in ns-2 using the current NIST modules in order
to better simulate seamless HOs in conformance to the IEEE
802.21 standard; (ii) implementation of a retransmission
mechanism for MIP messages in order to improve the success
ratio of handovers; (iii) implementation of Information Ser-
vices and a Media Independent Information Server (MIIS)
that MNs could query in order to obtain neighbor network
information.
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This paper proposes a service-aware cross-layer approach between application/transport layers on the mobile terminal and link
layer on the wireless base station to enable dynamic control on the level of per-packet error protection for multimedia data streams.
Specifically, in the context of cellular networks, the proposed scheme enables the mobile terminal to specify to the base station the
desired level of Hybrid ARQ (HARQ) protection by using an in-band control feedback channel. Such protection is dynamically
adapted on a per-packet basis and depends on the perceptual importance of different packets as well as on the reception history of
the flow. Experimental results demonstrate the potential benefits deriving from the proposed strategy either for audio and video

real-time streams as well as for TCP-based data transfers.

1. Introduction

Nowadays, IP networks and the Internet in particular are
used as transport facilities for a whole plethora of novel
applications that go far beyond the data transfer for which
IP was originally designed. Those applications introduce
specific requirements in terms of delivery performance of
the underlying transport infrastructure. Indeed, as services
are evolving to a “triple play” vision, implying delivery
of data, voice, and video to the end user using the same
IP transport facility, strong emphasis is put on providing
a satisfactory user experience and as a consequence on
identifying techniques able to control packet losses and delay.

In addition, more than 30% of the current Internet
users are mobile, that is, use wireless networks to access
the Internet and its services. The usage of a wireless access
technology increases the complexity in the management of
delivery of data and multimedia flows, due to the time-
varying performance of the wireless medium, handover
management, and so forth.

While no solution for end-to-end quality of service
(QoS) assurance over heterogeneous networks is available,
still several approaches are available for improving data
transfer performance on the wireless access trunk [1].

However, most of the available solutions are flow-based
(i.e., intended to differentiate services based on flows) and
furthermore need to introduce relevant modifications to
the protocol stacks on the mobile node and wireless base
stations—which reduces the possibility of deployment of
such schemes.

In the specific framework of multimedia (e.g., voice and
video), several works are available based on the Unequal
Error Protection (UEP) paradigm [2—6]. The goal of UEP is
to provide higher protection to the most perceptually rele-
vant data, where protection can be achieved through means
of adaptive power levels, forward error correction codes,
retransmission control, and so forth. Nevertheless, since
UEP is usually performed or managed at source level and
thus without specific knowledge of the contingent operating
scenario, such solutions (while increasing the complexity of
multimedia codecs) can lead to nonoptimal performance
due to waste of available capacity in case network/channel
conditions are good (and no packet drops are experienced)
or time-varying performance of the transport infrastructure
(particularly true in the case of wireless networks).

The proposed scheme represents a novel paradigm of
dynamic and “link-level” UEP, focused on the access network
and the actual “reception history” at the receiver. The



scenario is “triple-play” service delivery over 3G cellular
networks, with specific focus on the wireless link between
the Base Station and the User Terminal. The core idea
is to adaptively tune the level of Hybrid ARQ (HARQ)
protection based on the relative importance on the overall
user experience of the packet being transmitted by the
base station. The introduction of such term enables to
differentiate protection on the basis of the actual content of
the packet; for voice and video flows, the impact of losing
the current packet (and the corresponding required level of
protection) is estimated in terms of the potential decrease in
audio or visual quality as measurable by Mean Opinion Score
(MOS) or Peak Signal-to-Noise Ratio (PSNR), respectively.
The authors agree that other automatic means for finer
and more accurate evaluation of the multimedia quality are
available in the literature (e.g., E-model for audio, V-model
for video). However, the method is presented using PSNR for
sake of simplicity (as the focus in on the overall approach and
not on the specific building blocks), while the introduction
of more sophisticated algorithms based on finer models or
Rate-Distortion characteristic is possible due to the modular
architecture of the proposed solution.

An important aspect to be underlined is that the above
concept is applicable also in the case of data transfer. In this
case, assuming data flows are transported by TCP (which
is true for more than 80% of the Internet traffic), packet
losses can have a different impact on the overall performance
(in terms of time required to complete the delivery) due to
the corresponding modifications of the congestion window
evolution.

The proposed scheme (Service-Aware Retransmission
Control—SARC) is inspired, first, by basic ideas of adjusting
ARQ/HARQ over the lossy links for multimedia traffic [7-
9], second, by multiple studies adapting TCP data transfer
performance to wireless environment [10], and, finally, by
cross-layer optimization in wireless and mobile networks
[11, 12] However, one of the main design features which
differentiates the proposed approach is the availability of
the feedback channel between the MN where the decision
on ARQ tuning is taken and the BS where it is actually
implemented.

The structure of the paper is as follows: Section 2
describes in detail the proposed framework, while perfor-
mance evaluation is presented in Section 3. Finally, Section 4
concludes the paper with final remarks and outlines about
future work on the topic.

2. Proposed Approach

The main idea of the proposed approach, called Service-
Aware Retransmission Control (SARC), is to allow the
mobile terminal receiver to control the level of HARQ
protection applied by the base station for every frame
transmitted on the radio link. The decision of the mobile
terminal is based on the potential benefit in correctly
receiving the next packet given the current reception history
and the actual perceptual relevance of the packet itself.
Automatic Repeat Request (ARQ) is an error detection
mechanism used in UMTS, where the transmitter uses a
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stop-and-wait procedure, transmitting a data block and
waiting for a response from the receiver before sending a
new data block or retransmitting an incorrectly received
data block. As an evolution of such approach, Hybrid ARQ
(HARQ) scheme is used in High Speed Downlink Packet
Access (HSDPA), an evolution of UMTS where incorrectly
received data blocks are not discarded but stored and
soft-combined with successive retransmissions of the same
information bits.

3GPP specifications have defined two HARQ processes
for HSDPA: Incremental Redundancy and Chase Com-
bining [13]. In the former scheme, successive retrans-
missions of an incorrectly received data block are sent
with additional redundancy—that is, increased with each
consecutive retransmission. The retransmissions consist of
redundant information in order to increase the chances
of successful delivery. Since each transmitted block is not
the same as the previous transmission, it is demodu-
lated and stored at the receiver and subsequently soft-
combined to reproduce the original data block [14]. In
the chase combining strategy, an erroneously received data
packet is stored and soft-combined with later retransmis-
sions that are an exact copy of the original transmis-
sion.

HSDPA uses HARQ (Hybrid Automatic Repeat Request)
retransmission mechanism with Stop and Wait (SAW) pro-
tocol. HARQ mechanism allows the User Equipment (UE) to
rapidly request retransmission of erroneous transport blocks
until they are successfully received. HARQ functionality
is implemented at MAC-hs (Medium Access Control—
high speed) layer, which is a new sublayer introduced in
HSDPA. MAC-hs is terminated at node B, instead of RLC
(Radio Link Control) which is terminated at RNC (Radio
Network Controller). This enables a smaller retransmission
delay (<10 ms) for HSDPA rather than UMTS Rel. 99 (up to
100 ms).

In this paper, the level of HARQ protection (also indi-
cated as “HARQ Strength” in the following) is considered in
terms of the maximum number of retransmission attempts
taken for a packet delivery in case of failure.

Figure 1 illustrates architectural principles of the pro-
posed SARC approach. As outlined in the previous sections,
SARC operates on the wireless 3G link. At the mobile ter-
minal side, whenever a packet is received by the application,
the latter can specify packet importance for subsequent
incoming packets for a given flow.

The information about the importance of the next packet
is then transferred into corresponding values of HARQ
protection by the SARC module (implemented within the
protocol stack of the mobile terminal) and delivered to the
HARQ entity at the link layer of the Base Station using cross-
layer signaling. At the link layer, the specified HARQ protec-
tion parameter is sent along with HARQ acknowledgement,
which is generated for every frame received according to
stop-and-wait HARQ type.

The SARC module implemented at the BS analyses
incoming traffic (assuming to have access to TCP and IP
protocol headers) and specifies the HARQ entity to use the
requested HARQ protection on a per-packet basis.
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2.1. Packet Importance Metric. The adaptation of the level of
HARQ protection based on the content carried in the packet
payload represents a solution belonging to the framework
of cross-layer service-aware networking solutions, which
optimize “pure” networking techniques based on services
and their traffic demand.

In this paper, we address three different classes of
service—voice, video, and data transfer—improving delivery
performance by adapting network response to the relevance
of packet being delivered over the radio link.

The level of HARQ protection in the proposed approach
varies on the basis of a packet importance metric, which
consists of two components.

(i) Initial packet importance corresponds to the level of
quality reduction for a given flow in case the packet is
lost during transmission or corrupted at the receiver
[15]. The quality of the flow is determined by end-
to-end application requirements and user demands.
For example, commonly used metric for VoIP is
Mean Opinion Score (MOS), for video is Peak Signal-
to-Noise Radio (PSNR), and for TCP-based data is
transfer throughput level.

(ii) Dynamic packet importance component accounts for
the “reception history” of the flow and adjusts initial
packet importance. For example, the importance of
frame i in a video sequence can be dynamically
adjusted in case its decoding depends on the neigh-
boring frames i — 1 and i + 1 and frame i — 1 is not
correctly received.

2.2. Packet Importance Metric in Video Streams. For sake of
a clear explanation, we consider a scenario with a mobile
node receiving MPEG-4 video flows from a streaming server
located in the wired Wide-Area Network (WAN). However,
similar reasoning can be applicable to H.263 and H.264
encoded video streams, as well as embedded video streams.
The Base Station (BS) serves as a gateway between fixed and
wireless network segments.



An MPEG-4 video is composed of Groups of Pictures
(GOPs), consisting of video frames of three types. [-Frames
(Intra coded frames) are encoded without reference to any
other frame in the sequence, and are usually inserted every 12
to 15 frames as well as at the beginning of a sequence. Video
decoding can start at an I-frame only. P-Frames (Predicted
frames) are encoded as differences from the last I- or P-
frame. The new P-frame is first predicted on the basis of the
reference I- or P-frame through motion compensation and
encoding of the prediction error. B-Frames (Bidirectional
frames) are encoded as the difference from the previous or
following I- or P-frames. B-frames use prediction as for P-
frames but for each block either the previous or the following
I- or P-frame is used.

Due to the correlation property of P- and B-frames, the
effective impact deriving from the loss of an I-frame can be
clearly considered much higher than that of P- or B-frame.
In addition, the loss of one I- or P-packet may generate
error propagation: while the loss of a B-frame does not
affect the quality of the consecutive frames, the loss of an I-
frame may disable correct decoding of subsequent P- and B-
frames. This leads to the conclusion that I-frames are more
important than P-frames, which are more important than B-
frames.

To validate the above considerations, Figure 2 shows the
quality reduction of a real video flow transmitted using
VideoLan software [16] in terms of PSNR measured at the
receiver versus the loss of different types of packets within a
GOP. The horizontal scale indicates which frame within the
GOP was lost, while the first value (obtained with no losses)
serves as a reference point.

The highest loss in PSNR quality corresponds to the case
when the I-frame is lost-making decoding of the entire GOP
either not possible or prone to error propagation. On the
other hand, the loss of any of B-frame does not degrade the
quality by more than a minor fraction. However, the loss of
a single P-frame has high influence on the video quality and
the level of its degradation depends on the relative position
of the lost P-frame within the transmitted GOP sequence:
higher quality degradation is measured for P-frames losses
located closer to the beginning of the GOP.

Following such observation, the importance of P-frames
Pimp is defined ranging linearly from Iiyp to Bimp, where Iimp
is the importance level of I-frames and Bin,, is the importance
level of B-frames with Iimp = Pimp = Bimp. Indeed, the
loss of P1 (which follows immediately after the reference I-
frame) leads to almost the same drop in PSNR as the loss
of the I-frame, while the loss of P9 which is transmitted
right before the last pair of B-frames leads to PSNR loss
comparable with those caused by B-frame losses. The bold
line presented in Figure 2 is obtained by curve fitting with the
first order polynomial RSM model for PSNR values achieved
for different P-frames lost. The obtained R-square equal to
0.97 shows good match between the experimental data and
the proposed linear model and, as a result, for the chosen P-
frame packet importance.

2.3. Packet Importance Metric in VoIP Flows. A large variety
of Voice-over-IP (VoIP) encoders are available, representing
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different tradeoffs between quality and bandwidth consump-
tion. Encoders can be either sample based (e.g., G.711) or
frame based (e.g., G.729), periodically coding individual
speech samples or grouping a certain number of samples
within a time window, respectively. VoIP speech payload is
typically encapsulated into RTP/UDP/IP packets.

At the receiver side, speech frames are demultiplexed and
inserted into a playout buffer. The playout buffer plays an
important role in perceived speech quality, since it enforces
speech frames delivery at the same interval at which they are
generated by the encoder. This is done through reordering,
delaying or even dropping the frames which arrive later than
their expected playback time. However, whenever the frame
is dropped, it causes a relevant decrease of the quality of the
voice stream.

Based on the above, initially, equal packet importance
(i.e., “initial packet importance”) is associated to all trans-
mitted speech frames. However, in case the receiver detects
frame losses after out-of-order frame reception, it increases
importance (and error redundancy) for the subsequent
packets of the stream (i.e., increases the “dynamic packet
importance”). Summarizing, SARC aims at avoiding bulk
frame losses, which are critical for the quality of the speech
stream, while single frame losses can be easily compensated
or concealed by the decoder.

2.4. Packet Importance Metric in File Transfer. TCP is the
most widely used protocol in Internet and it provides a
flow of equally-important packets for the user viewpoint.
However, depending on the context (e.g., the evolution of the
TCP congestion window), packet losses can severely decrease
the data transfer performance.

The proposed SARC scheme dynamically adapts the
level of HARQ protection used on the radio link based on
the value of the TCP congestion window computed at the
receiver node.

The core idea is to provide higher protection on the radio
link (and more retransmission attempts) when congestion
window is small and lower protection for high window
values. Indeed, when congestion window is small, any link
error will trigger window reduction to its half-unnecessarily
reducing the throughput of the TCP flow. In the opposite
case, the impact of link errors becomes less significant, since
the window will be possibly reduced due to congestion-
related losses.

Figure 3 presents congestion window evolution in TCP
New Reno f(w) and the corresponding proposed variation
of the packet importance metric Imp(w). Specifically, the
proposed approach assigns the highest importance (“High
Imp”) to TCP segments produced right after each window
reduction and decreases it down to the “Low Imp” threshold
following linear or any other monotonically decreasing
function and defined as follows:

—f(w) -k if linear,

Imp(w) = <| . . (1)
—f?(w) - m if quadratic,
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where

k= Irnpmax - Irrlpmin
|Wmax - Wmin| ’
K2
- Impmin '

In summary, SARC provides higher protection for low
congestion window values or flow sending rates. This reduces
the probability of packet losses due to link errors on the
wireless channel, which is a well-known reason for TCP
performance degradation [17].

(2

3. Performance Evaluation

3.1. Simulation Scenario. The proposed scheme is evalu-
ated in the context of an UMTS/HSDPA cellular network.
Network Simulator 2 (NS-2) [18] is used to perform
experiments, with the additional Enhanced UMTS Radio
Access Network Extensions (EURANE) module [19] for
HSDPA implementation.

Scenano 1: multimedia flow
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and B- packets against PER.

Figure 4 illustrates the reference scenario and the main
parameters employed in the experiments. All considered
flows originate from a server (the Fixed Host—FH) on
the Internet and are delivered to the User Equipment
(UE) located in a 3G cellular network. SARC approach is
implemented between the Node-B and the UE.

3.2. Video Transfer Performance. In the first scenario, the
FH is a video server which transmits video streams to the
video receiver located at UE. Results are presented for the
“Foreman” video sequence, using MPEG-4 (open-source
ffmpeg [20]) video coding. The video format is Quarter
Common Intermediate Format (QCIF, 176 x 144). The GOP
structure is IBBPBBPBBPBBPB. Stored in YUV format, the
video clip is processed by MPEG-4 encoder which generates
the encoded video stream.

The Video Sender (VS) reads the encoded video stream
and generates the trace file containing information related
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to frame type, size, and so forth, for each video frame.
Based on this trace file, the NS-2 streaming server application
generates the data—which is encapsulated at all the protocol
layers and sent over the network.

The effect of streaming video over the network is
captured in the streaming client log file generated by NS-
2. It contains timestamp, size, and ID for each transmitted
and received packet. The trace file and the log files are used
by the Evaluate Trace (ET) program to generate an output
corresponding to the result of video file transmission over
the error prone network. In order to examine the video
quality obtained at the receiver, the original video file and
the one obtained after transmission over the network are
compared using PSNR calculation module. The employed
simulation methodology was proposed and developed within
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the framework of EvalVid [21], enhanced as in [22] for
including NS-2.

The portion of the multimedia stream which is crucial to
the overall quality is retransmitted by SARC with a higher
HARQ strength; that is, packets belonging to an I-frame
are retransmitted with HARQ Strength = 8, while packets
belonging to B-frames are retransmitted with a HARQ
strength = 2. P-frames are retransmitted with a variable
HARQ strength ranging from 8 to 3 depending on the
position of the frame in the GOP. Default value of HARQ
strength is set to 4 for all packets in the legacy scenario (i.e.,
without SARC).

Achieved results are illustrated in Figure 5, where SARC
increases the range of packet error tolerance to 1072-1071.
The detailed behavior of the proposed scheme with respect
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to the legacy approach is described in Figures 6 and 7
where it is possible to clearly identify the unequal and
dynamic protection implemented by SARC on I- and
P-frames.

3.3. VoIP Transfer Performance. Experiments on VoIP flows
are performed using the simulation model presented in
[23]. The sender and the receiver side are separately
modeled. The sender includes a customizable codec, which
generates generic speech frames (the latter being either
voice samples of voice frames, depending on the codec)
and a multiplexer, which aggregates several speech frames
into one payload. The most common codecs employed
in network simulation (e.g., G.711, GSM.AMR) are sup-
ported by the VoIPSender, while others can be easily
added.

Initially, an HARQ strength equal to 3 is associated to
all transmitted speech frames. However, in case the receiver
detects frame losses after out-of-order frame reception,
it increases HARQ strength linearly for the subsequent
packets of the stream (with HARQ strength max equal to
8) in order to avoid bulk frame losses. Once no loss is
detected, SARC decreases the HARQ strength to the initial
value.

Achieved results (Figures 7 and 8) demonstrate that
SARC is able to provide a relevant improvement in terms of
MOS both for G.711 and GSM AMR speech flows. In average,
application of SARC scheme enables the codec to deliver the
same speech quality for error rate of 5% higher if compared
with the case when SARC is not enabled.

3.4. File Transfer Performance. In this scenario, a TCP sender
located at FH connects to the receiver implemented at UE.
For the entire duration of the flow, the receiver maintains up-
to-date value of the congestion window (cwnd) computed
by counting the number of packets received during the
current RTT. Whenever the loss detection signal (three
duplicate acknowledgements) is sent to the sender, packet
importance is increased according to the function pre-
sented in Section 2—introducing higher HARQ protection
and, as a result, producing higher resistance to the link
errors.

Figure 9 presents TCP throughput achieved by the flows
for different PERs of the wireless link. As expected, higher
protection against the link errors for low congestion values
of the congestion window brings evident performance
improvement and underlines advantages of dynamic error
protection techniques based on application awareness intro-
duced by SARC.

Figure 10 analyzes a scenario where both video and data
flows are delivered on the wireless link. In this scenario, two
UEs are considered: one is receiving a video stream, while
the other is receiving data via FTP. The same parameters are
used as in the previous scenarios. It is possible to observe
that while video performance remains as in Figure 5, data
transfer is affected by relatively lower protection—while still
achieving better results than in the legacy scenario (without
SARC).

4. Conclusions and Future Work

This paper proposes a cross-layer approach between appli-
cation/transport layers on a mobile terminal and link layer
on the wireless base station to enable dynamic control
on the level of per-packet HARQ protection. The level of
protection is dynamically adapted on a per-packet basis and
depends on the perceptual importance of different packets
as well as on the reception history of the flow. Experimental
results demonstrate the potential benefits deriving from the
proposed strategy, underlining relevant improvements either
for audio and video flows as well as for TCP-based data
transfers.

Clearly, further improvement is possible on the building
blocks of the proposed scheme, for example by introducing a
more precise user quality assessment. However, such aspects
are left out of the scope of the paper, as they are well reported
and analyzed in the scientific literature.

Future work will be aimed at validating and optimizing
the proposed scheme in the framework of embedded multi-
media streams.
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Mobile messaging is evolving beyond SMS (Short Message Service) text messaging with the introduction of MMS (Multimedia
Messaging Service). In the past, such a scheme is used for peer-to-peer communication. Messages are generally displayed
on a cellular phone with a limited-sized screen. However, such a visualizing process is not suitable to broadcast real-time
SMS/MMS messages to people in public. To facilitate the instancy and publicity, we develop a real-time information aggregator—
Visualizing SMS and MMS Messages System (VSMMS)—to realize the concept by integrating SMS and MMS messaging over
GSM/GPRS/UMTS onto a remote display device. The device exhibits messages on a larger display device in public. VSMMS
features a revolutionized variation of mass media broadcasting. In this paper, we practically illustrate how to design and implement
VSMMS and use a M/M/1 model to conduct a theoretical analysis about the message delay in the system queue. Meanwhile, we

make an empirical performance evaluation about the message transmission time over different networks.

1. Introduction

SMS [1] enables mobile subscribers to send and receive
instant messages of up to 160 bytes. Some real-time
information can be delivered to message receivers by SMS
messages from applications, for example, delivering system
failure information to the administrators [2], monitoring
remote data [3]. SMS also supports many interdisciplinary
applications, like Classroom Feedback Systems (CFESs) [4] to
raise large-class interactivity among teachers and students.
It has exploded in popularity with cell phones and other
communications devices that support text messaging. A
general SMS messaging system architecture includes a Short
Message Service Center (SMSC), a SMS broker, and a content
provider [5]. Compared with SMS, MMS [6] provides a
richer message service within images, audio, text, video
clips, and combinations of these. However, the screen size
of cellular phone on which messages are shown is very lim-
ited. Therefore, a comprehensive displaying mechanism can
enrich the visualization of mobile message communications.

Based on the above, we combined the Java Web Ser-
vice, Java Secure Socket Extension, and Java Swing [7] to
develop the VSMMS on a larger display device such as

PDP within a computer. Additionally, the system contains
an optional interface of previewing all incoming messages
by an administrator to prevent the device from displaying
improper contents in public. This system can be applied to
broadcast instant information sent from cellular phones onto
the display device.

The rest of this paper is organized as follows. Section 2
depicts the system architecture of VSMMS and how to
implement such a system, including the process flow and
related system components. Section 3 presents system service
analyses. Section 4 shows the comparisons between the
modern messaging communication systems and VSMMS as
well as some potential applications of VSMMS. Concluding
remarks are finally drawn in Section 5.

2. Architecture Design and Implementation

2.1. System Components. VSMMS is composed of four
modules as follows and the system architecture is shown in
Figure 1:

(1) SMS/MMS Messages Receiver,
(2) Message Queue,
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the specific service number

oo ——l
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Compose and send SMS/MMS messages to

FIGURE 1: VSMMS system architecture.

(3) Message Verifier (Optional),
(4) Message Displayer,
(5) Exhibited Message Selector.

2.2. Processing Flow. Figure 2 describes the message process-
ing logic flow.

(1) SMS messages and MMS messages are composed and
sent by mobile handsets and then delivered to SMSC and
MMSC, respectively.

(2) These incoming messages are forwarded to "Message
Receiver” first and stored in the unverified message queue.

(3) After the administrator preview by using “Message
Verifier” and then designate these messages to be approved
or disapproved for display.

(4) “Exhibited Message Selector” then selects the candi-
date messages for “Message Displayer” to display based on
different algorithms and applications.

2.3. Detailed Descriptions for System Component

2.3.1. SMS/MMS Message Receiver. This module is respon-
sible for receiving all incoming messages from GSM and
GPRS/UMTS networks. Two significant submodules—SMS
Message Receiver and MMS Message Receiver, connect to
SMSC and MMSC, respectively, to receive incoming mes-
sages. The former one links up with SMSC (SMS Centre) via
SMPP [8] over IP. The latter one communicates with MMSC
(MMS Centre) via MM?7 interface [9] over SOAP/HTTP/IP.
Detailed protocol stacks are illustrated in Figure 3. All
messages targeting at the specific service ID are conveyed
from SMSC/MMSC to such a receiver and put into the
message queue to be further processed.

2.3.2. SMS/MMS Message Queue. Message Queue stores all
incoming messages. Each entity in the queue contains the

Mobile handset )

|
SMS

(j) ] MJI\//IS
N | SMSC | | MMSC |

Text message  Multimedia message

SMS/MMS message receiver J

Received message

o | Unverified message queue (optional)

Unverified message

Message verifier (optional) )

Verified message

Approved message queue

Approved message

Exhibited message selector

Displayed message

)4 ...... |

Select new
ones on timeout

b

FIGURE 2: Message Processing Logic Flow.

Message displayer

generic information listed in Table 1. Such information can
provide necessary parameters to the latter Exhibited Message
Selector on a selection basis, for example, “MessageType”,
“CreatedTime”, and “LastDisplayedTime” according to dif-
ferent scheduling mechanisms.
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TABLE 1: Attributes of messages.

Attributes Description

1D Message entity ID
Message ID SMS/MMS message ID
CreatedTime message created time
Priority™ Selected to be exhibited priority
MSISDN Sender’s phone number
Text Text part in message
Image Image part in message
MessageType What type the message is
LastExhibitedTime Last exhibited time
Flag™* Verification state

*For priority driven selection.
**If the message does not need to be verified before exhibited, the “Flag”
for messages in the queue is set to be “Approved” by default.

2.3.3. Message Verifier (Optional). Since the service ID is
opened for all users, a simple mechanism to administer
contents in messages can avoid displaying improper contents
from malicious senders. An authorized checker can utilize
Message Verifier to verify all incoming messages via a web-
based interface. After finding out thatthere exist some unver-
ified messages in the system, the checker can examine all
constituents in each message, including the text description
or media content, to decide which message can be approved
or disapproved to publish. By selecting the “Approve” or
“Disapprove” radio button as shown in Figure 4, all verified
messages can be submitted to the system for displaying.

Unverified message amount prompt

2RI REPIBRSEH - ESPw

Unverified:3

Message Content Verification

Option

© Approve & Reject The Demo is quite successfulll

© Approve & Reject Tllbe late. Sorryll

[ lapprove © Reject

< © Approve @ Reject

\ ¢
\

Approve or reject

Fly tice bees

(L miss T11

e

Reload nbﬁvm
0

Reload from message queue

FIGURE 4: An optional web-based interface to preview message
contents.

2.3.4. Exhibited Message Selector. Exhibited Message Selector
performs a selection among approved messages for Message
Displayer. Each region in the layout of Message Displayer
has an independent message assigned by Exhibited Message
Selector. Such a component can be implemented by differ-
ent scheduling algorithms, such as First-Come-First-Served
(FCES), Round-Robin manner, or priority-driven manner
by referring to necessary fields, such as “CreatedTime” and
“Priority”. In order to conduct a selection with fairness for
all approved messages for exhibition, we exploit a hybrid
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requested

such the said count to N
QI N>K
Then

Else

EndIF

/1 Select K messages in the approved message queue as

(1) Count all fresh messages, which are not yet exhibited,
(with NULL value in “LastExhibitedTime” field) and set

2.1 Designate the preceding K messages among these N
messages by referring to “CreatedTime” as selected ones

2.2 Designate these N messages as selected ones

2.3 Designate the preceding K-N messages among old
messages (with non-NULL value in “LastExhistedTime”
field) by referring to “LastExhibitedTime” as selected ones

(3) Update “LastExhibitedTime” values for these K
.messages as the current time

(4) Return these K messages IDs

ArcgoriTHM 1: Algorithm of FCFS-based selection with LRU re-exhibition.

way of the FCFS mechanism for fresh messages and Least
Recent Used (LRU) mechanism for old messages by referring
to “LastExhibitedTime” as an aging factor for re-exhibition.
The detailed scheme is depicted in Algorithm 1.

2.3.5. Message Displayer. This module is used to exhibit
approved message contents, which are selected by Exhibited
Message Selector, in the Approved Message Queue. The
physical layout may depend on different applications and
comprise several independent regions. Figure 5 illustrates
a sample display layout. The top area is a marquee, which
exhibits text message contents. The bottom area consists
of four regions. MMS message contents are displayed
concurrently in these four regions which include an image
part and a text one accordingly. These regions can have
their own display durations determined by Message Dis-
player. Additionally, these independent regions always ask
for a new message content to display toward Exhibited
Message Selector when the corresponding display durations
are expired. Figure 6 shows VSMMS implemented on a
computer-embedded PDP.

3. System Service Analysis

3.1. Message Delay Analysis. We analyze the message delay
in the message queue of VSMMS by a M/M/1 queuing
conceptual model shown in Figure 7. The assumptions and
parameters exploited in the model are illustrated below.

(1) The new SMS and MMS message arrival into the
approved message queue of VSMMS SMS/MMS are
Poisson distributions with rates Agys and Ayars,
respectively. The total message arrival rate is A =
Asms + Apivs.

(2) The exhibition time of a message is assumed to be
exponentially distributed with mean 1/u. All stored
messages are displayed according to FIFO scheduling.

(3) The message queue in VSMMS is a finite storage with
a capacity of M messages.

Performance analysis of the VSMMS message queue can
be induced by describing the queue as a Markov chain.
Figure 8 shows the transitions among different states where
the state i indicates that there are i messages in the queue.

Let P; denote the steady-state probability of being in the
state i. Using balance equations, we can get the following
result:

Pi—n(A)Po_%(A)’ l<i<M+1, (1)
=1\ :

where P, can be as Zf\igl P =1.

Let a; denotes the probability of having i messages in the
queue just before a message arrives and gets accepted by the
VSMMS. Such a message never sees the queue in the state
M+1, that is, blocking state. a; can be shown by the following
result [10, 11].

1_PM+1'

The message delay (W) is defined as the time between the
acceptance of a message in VSMMS and the time the message
starts to be transmitted. Two notations F,(¢) and f,(t) are
used for the following analyses. F(t) and f.(¢) denote the
distribution and density function of a random variable z,
where

(2)

a;

d
S8 = -Fo(0). 3)
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FIGURE 7: A queuing model for the VSMMS message queue.

Assume that a message arrives to the queue when there are i
messages in the queue (i.e., the queue is in the state 7). Let m;
denote this message. If 1 < i < M + 1, then m; is accepted
and the queue state would change into i + 1. If i = 0, then
m; would be immediately processed, otherwise it must wait
in the queue till the i message has been processed. Suppose
the queue is consisted of these i messages which are ahead of
m; at some moment. Let ¢; denote the time required for the
message population to decrease fromitoi—1 (1 <i < M).
Then, t; is exponentially distributed with the rate parameter
#, and we can obtain

fu(t) = pe . (4)

D
FIGURE 8: An M/M/1 Markov chain representation for the VSMMS
message queue.
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FIGURE 9: Average transmission time of SMS/MMS messaging over
GSM/GPRS/UMTS.

Let T; denote the message delay of m;, that is, the amount of
time m; must wait before its transmission starts. Then we can
get

Ti=ti+t+---+t; =T+t fori>1, Ty =0.

(5)

The mean message delay is therefore given by

d S B
E[T:] = Y E|t;|=>~-=-. (6)
;[1] JZM p

3.2. Transmission Time Analysis. VSMMS offers an instant
way to gather and broadcast instant messages from anywhere
under cellular network coverage, for example, 53.6 kbps over
GPRS or 384 kbps over UMTS for a limited radio resource.
The consumed time of message transmission may be an
attractive issue. Normally SMS messages fly over SS7 control
channels, the transmission time for SMS messages is far
below the one consumed by transmitting MMS messages.
(Figure 9 shows the average transmission time of SMS/MMS
messaging over GSM/GPRS/UMTS while delivering 102-byte
SMS messages and 24-kbyte MMS message to VSMMS.)
Hence, the focusing scenario is to compose and deliver MMS
messages to VSMMS. The consumed time for such a scenario
is shown by

SizeMMs
TRGprs/UMTSy:

SiZCMMS

X 8 seconds, 7
TRGPRS/UMTSDL) @
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TasLE 2: Comparisons of the contemporary messaging communication systems and VSMMS.

Mobile messaging system

VSMMS

Digital broadcasting system

1 to Many with scattered

Communication model 1to1l 1 to Many in One Centralized Receiver .
receivers
Mobility for message creator High High Low
Immedlateness of message High High Low
delivery
Scale for message receiving Small Medium Large
Carrier network Cellular network Cellular network (can be easily extended ~ Broadcasting network
(GSM/GPRS/UMTS) to any all-IP networks) (DAB/DVB)
Message capacity ?oorvr\;l(g;ltg:? by handset High (System-based, extendable) giiéiﬁ;m_based’

where Sizenms denotes the MMS message size in kbyte;
TReprs/umrs.pr and TReprs/umrs.ur denote GRPS/UMTS
transmission rates in kbits per second for the downlink and
uplink, respectively.

For example, the size of an MMS message is 26.8 kbytes
and the GPRS transmission rate is 53.6kbps. The total
consumed time from posting to being received by VSMMS
is 4~5 seconds.

4. Analytical Comparison and
Potential Applications

Compared to modern messaging communication systems,
such as Mobile Messaging System and Digital Broadcast-
ing System [12], VSMMS features one-to-many medium-
sized broadcasting on a centralized display device with
high mobility and instancy support via cellular networks.
Furthermore, VSMMS can be easily extended and adapted
to the future all-IP networks. The major differences between
the contemporary messaging communication systems and
VSMMS are depicted in Table 2.

VSMMS can be one of the following variations but not
limited.

4.1. Real-Time Traffic Information Sharing. Traffic jam is
getting worse for lack of real-time traffic information.
Drivers can use MMS-enabled handsets within a digital cam
to capture and advertise the visible traffic condition in public,
instead of only oral reporting.

4.2. Home Appliance within a Family Bulletin Board. A
dedicated channel in a traditional TV allocated for unfolding
SMS/MMS messages enables people to communicate with
one another like a family bulletin board.

4.3. Dynamic Poster Framework. To substitute for the
traditional public bulletin board, a multimedia display
terminal with wireless instead of wired communication
capability enables the flexibility of dynamic advertisement
or announcement in a public area, especially for location-
oriented affairs like community information, weather infor-
mation.

4.4. Real-Time Visualization for Televoting Statistics. Tele-
voting service can establish direct connections with radio-
stations listeners, TV viewers, and readers of newspapers and
magazines. Such a visualization process can make mobile
voting mechanism more evident.

5. Conclusion

The prototype system presented in this paper has been suc-
cessfully implemented and demonstrated. We have realized
an extended idea to visualize instant SMS/MMS messages
openly on a larger device, instead of a limited-sized screen
on personal cellular phones in the past. Such an imple-
mentation also improves the traditional peer-to-peer mobile
communication. Users compose SMS or MMS messages
within real-time information by handset and send them to a
specific service ID via SMSC/MMSC. Afterward all incoming
messages are processed by VSMMS and shown on a remote
display device. VSMMS is suitable to be deployed for real-
time information sharing in public. To avoid displaying
improper contents in public, the system includes an optional
web-based interface to help the administrator verify the
incoming contents. VSMMS features a novel messaging
communication scheme for mass media broadcasting.
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In cellular networks, it is important to determine an optimal channel assignment scheme so that the available channels, which are
considered as “limited” resources in cellular networks, are used as efficiently as possible. The objective of the channel assignment
scheme is to minimize the call-blocking and the call-dropping probabilities. In this paper, we present two efficient integer linear
programming (ILP) formulations, for optimally allocating a channel (from a pool of available channels) to an incoming call such
that both “hard” and “soft” constraints are satisfied. Our first formulation, ILP1, does not allow channel reassignment of the
existing calls, while our second formulation, ILP2, allows such reassignment. Both formulations can handle hard constraints,
which includes co-site and adjacent channel constraints, in addition to the standard co-channel constraints. The simplified problem
(with only co-channel constraints) can be treated as a special case of our formulation. In addition to the hard constraints, we also
consider soft constraints, such as, the packing condition, resonance condition, and limiting rearrangements, to further improve the
network performance. We present the simulation results on a benchmark 49 cell environment with 70 channels that validate the

performance of our approach.

1. Introduction

In recent years, there has been a great development in the
field of the cellular networks due to the tremendous growth
in the demand of mobile wireless communication services.
The cellular principle partitions a geographical area into cells
where each cell has a base station and a number of mobile
terminals (e.g., mobile phone). The base station is equipped
with radio transmission and reception equipment. A group
of base stations are connected to the Mobile Switching Center
(MSC). The MSC connects the cellular network to other
wired or wireless networks. The base station is responsible
for the communication between a mobile terminal and the
rest of the information network. A typical cellular system
architecture is illustrated in Figure 1.

In order to start a communication with a base station, a
mobile terminal must obtain a channel from the base station.
A channel consists of a pair of frequencies: one frequency
(the down-link) for transmission from the base station to the
mobile terminal, and another frequency (the up-link) for the
transmission in the reverse direction. The channel assignment

problem deals with assigning an appropriate channel for each
communication request that arrives in a cell.

Radio transmission in a channel may cause radio
frequency interference in other channels, resulting in the
degradation of the signal quality. Therefore, to alleviate the
interference between channels, a channel that can be selected
to be assigned to a new call must satisfy the following
electromagnetic compatibility constraints [1], also referred
to as hard constraints.

(1) Cochannel constraint (CCC): the same channel can-
not be assigned to two cells that are separated by a
distance less than a specified minimum reuse, (Some
relevant terminologies are discussed in Section 2.) ,
distance, ry.

(ii) Cosite constraint (CSC): channels in the same cell
must be separated by a minimum amount g. That is,
their radio frequencies must be far enough apart.

(iii) Adjacent channel constraint (ACC): channels
assigned to neighboring cells must be separated by a
minimum amount w.
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FIGURE 1: A typical cellular system architecture.

The hard constraints must be satisfied for the system to
work properly. In addition to the above hard constraints,
there are a number of soft constraints that can be used to
guide the channel assignment process to improve the quality
of the solution. However, the soft constraints may be violated
if necessary [2]. The soft constraints include the following.

(a) Packing condition: try to use the minimum number
of channels every time a call arrives [3]. This condi-
tion encourages the selection of channels already in
use in other cells as long as the hard constraints are
satisfied.

(b) Resonance condition: try to assign the same channels
to cells that belong to the same reuse scheme [3]. The
purpose of this approach is to leave as many channels
as possible to be allocated to other cells belonging to
other reuse schemes. Consequently, the probability
of causing cochannel interference in the system is
reduced.

(c) Limiting rearrangement: try to assign, whenever
possible, the same channels assigned before to the
existing calls, thus limiting the reassignment of
channels. Channel reassignment is the process of
transferring an ongoing call to a new channel without
call interruption [4]. Such reassignment in the entire
cellular network upon the arrival of a new call will
obviously result in lower call blocking probability, but
it is complex, both in terms of time and computation
[3]. Therefore, the reassignment processes should
be limited to a low level. On this account, limiting
rearrangement condition is used to prevent excessive
reassignment in a cell [3].

The packing condition encourages reuse of the channels
that are already in use in other cells. The motivation behind

this is that the channels that are currently not being used
anywhere can be allocated with more flexibility. So, if there is
an option between using a channel (say A;) that is currently
in use in one or more cells, and another channel (say A,)
that has not been allocated in any cell, the packing condition
will promote the use of A, for the current call (assuming no
hard constraints are being violated). This leads to increased
flexibility, that is, it leaves the more flexible option (i.e., using
A;) available for any future incoming calls, thus increasing
the likelihood that future calls can be accommodated more
easily. To see why the packing condition can lead to a
lower blocking probability (and hence, to better system
performance), we consider a very simple example with three
cells (C1, C2, and C3) and two available dynamic channels
(A and A,). Suppose the cells are placed one after the other
in a straight row (as shown in Figurel) and the reuse
distance ro = 2, that is, the same channel cannot be used
in two adjacent cells, but can be used if there is at least one
intervening cell separating the two cells. Assume that there is
an ongoing call in C1, which is using channel 1,. Now a call
request arrives in C3. According to the packing condition, it
should also use A;. If a third request arrives in C2, this can
then be accommodated using A,. On the other hand, if the
packing condition was ignored and the call in the cell C3 was
allocated to channel A,, then when the third call arrives in C2,
it cannot be accommodated using either A; or A,, and hence,
must be blocked.

The channel assignment schemes proposed in the liter-
ature can generally be divided into three categories: fixed
channel-assignment (FCA), dynamic channel-assignment
(DCA), and hybrid channel-assignment (HCA). In FCA, a
fixed number of channels is assigned to each cell beforehand,
based on estimated traffic, and in DCA, channels are dynam-
ically allocated based on incoming call and the current net-
work configuration. HCA is a hybrid of both FCA and DCA.
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In this paper, we present two optimal integer linear
programming (ILP) formulations, ILP1 and ILP2, that can
be used for the hybrid channel assignment (HCA) problem
in wireless cellular networks. The formulation ILP1 does
not consider reassignment of existing calls in the cell, while
the formulation ILP2 allows such reassignment to further
reduce the blocking probability. Our approach can be applied
to the dynamic channel assignment (DCA) problem as
well. As opposed to the many existing channel assignment
schemes [5, 6] that solve a simplified version of the channel
assignment problem by addressing the cochannel constraint
(CCC) only, our approach not only handles all three
hard constraints, but also takes into consideration the soft
constraints, mentioned above. In summary, the motivations
behind the proposed formulations are as follows.

(1) Although there are many existing schemes for
dynamically allocating channels to an incoming call,
the vast majority of these only consider the simple
cochannel constraint (CCC), but ignore the cosite
constraint (CSC) and adjacent channel constraint
(ACC) [6-10].

(2) The existing schemes are primarily based on heuris-
tics, with no specified performance bounds. There-
fore, it is not easy to analyze the quality of their
solutions.

(3) Most existing schemes focus on the standard FCA or
DCA techniques and relatively little work has been
done on HCA.

In this paper, our objective is to develop novel math-
ematical formulations (rather than heuristics) capable of
generating optimal solutions for HCA. We wanted to develop
an approach that jointly considers CCC, CSC and ACC as
an integrated part of the channel selection process, rather
than simply selecting a channel and then checking if the
constraints are satisfied. Since the proposed formulations
provide optimal solutions for this complex design problem,
these can be used as benchmarks to evaluate existing (or
future) heuristics.

An earlier version of this paper appeared in [11]. The
remainder of the paper is organized as follows. In Section 2,
we review the relevant work on channel assignment schemes
for cellular networks. In Section 3, we present our ILP for-
mulations. We discuss our cellular model and experimental
results in Sections 4 and 5 and conclude in Section 6.

2. Review

The availability of channels or frequency spectrum is very
limited, as compared to the exponential growth of mobile
terminals. This requires a method to share these channels
for efficient assignment and proper management of channel
resources.

As the reuse of channels is inevitable in a cellular
system, channels used at one cell site may also be used
at other cell sites in the case of absence of cochannel
interference. Cochannel interference is the radio interference
caused due to the allocation of the same channel to certain

Neighbor

F1GURE 2: Reuse distance.

pairs of cells with geographical separation not enough to
avoid deterioration of signal quality. The minimum distance
required between the centers of two cells using the same
channel to maintain the desired signal quality is known as
the reuse distance [3, 6, 12, 13]. Reuse distance determines
an interference region marked by gray cells which locate
around a given cell x as shown in Figure 2. Figure 3 shows
a reuse pattern, with reuse distance equal to three, in
which the cells with same number belong to the same
reuse scheme and are free from cochannel interference.
This reuse scheme is obtained by jumping from one cell
to another in steps of length equal to the reuse distance
[3, 14, 15]. The longer the reuse distance is, the smaller will
be the cochannel interference level. However, a long reuse
distance may result in lower reuse efficiency [15]. Thus, the
frequency reuse scheme should be determined taking into
consideration both the cochannel interference level and the
reuse efficiency. Traditionally, channel assignment is made
according to the cochannel interference level determined
by a fixed reuse distance which is decided during network
planning. Many approaches proposed in the literature to
solve channel allocation problem are based on such concept
(3,6,12,13,15-17].

The channel assignment problem is the problem of
allocating frequencies to mobile terminals and base stations
such that the network’s capacity, in terms of number of
mobile users, is maximal. This is a well-known NP-hard
problem [18] and has been widely investigated in the
literature. Various channel assignment schemes have been
studied widely to find better ways to assign channels to calls
and to achieve higher level of channel reuse, which can be
broadly classified as FCA, DCA, and HCA schemes.

The FCA schemes [16, 19-22] allocate channels perma-
nently to each cell based on predetermined estimated traffic.
FCA scheme is simple but it does not adapt to the changes in
traffic conditions. In a cell, a call can be assigned to a channel
only if there is a free channel available in the predetermined
set for this cell. Otherwise, the call might be rejected, even
in some cases when many channels may be available in the
network.



FIGURE 3: Reuse pattern (reuse distance is 3).

In DCA, there is no permanent allocation of channels
to cells. Instead, the whole set of available channels is
accessible to all the cells, and the channels are assigned
on a call-by-call basis, in a dynamic manner [7-9, 23—
26]. Since a cell can use any of the channels in a dynamic
way, it is possible that if a cell uses all channels at a
given time, then there will be no channel available to its
neighboring cells at that time due to the interferences. DCA
makes wireless networks more efficient, especially if the
traffic load distribution is not known beforehand, or varies
with time. The advantage of DCA is the flexibility and
the traffic adaptability, since channel assignment is based
on the current network conditions. DCA methods have
better performance than FCA methods for light to medium
traffic load [6]. Most of the proposed DCA algorithms
are based on heuristics, and do not guarantee an optimal
solution. In addition, many existing DCA schemes consider
a simplified problem with only cochannel constraints [7-
10, 23-25, 27]. Recently, DCA schemes for multihop wireless
communications [28-32] have also been proposed.

In addition to the fact that most DCA techniques use a
heuristic approach with possibly suboptimal solutions, the
main drawbacks of DCA are as follows.

(i) After a call request arrives, DCA requires some
computation since allocation is done based on the
“current state” of the network. In FCA the channel
allocation is done offline, before the network starts
operating, so when a call arrives at a cell k, any of
the available channels assigned to the cell can be
allocated to the new call immediately, without having
to consider how the neighboring cells are being
affected. Therefore, FCA is typically faster than DCA.

(if) In DCA, it is possible for a “greedy” cell to use up too
many channels at a given time, so that there are no
channels available for the neighboring cells.

HCA [5, 6, 17, 33, 34] combines the features of both
FCA and DCA techniques to overcome the drawbacks of
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FCA and DCA. In HCA, the set of channels is divided into
two subsets [6], the Fixed Channels set (or FC set: a set
of channels permanently allocated to given cells) and the
Dynamic Channels set (or DC set: a set of channels available
to all cells). The ratio of the number of channels in each set is
fixed a priori by the cellular network designer. For example,
the representative ratios, FC:DC, for a set of 70 channels
could be 35:35, 49:21, or 21:49 (If FC is empty, then the
HCA problem reduces to the classical DCA problem). When
a new call arrives in a cell, the system first tries to serve it
from the set of fixed channels, FC. If no channel is available
in the set of fixed channels FC, then the DCA scheme
determines a suitable channel from the set of dynamic
channels DC, satistying the interference constraints and the
traffic demands in cells. A channel is selected from the set
DC, only if all channels in FC are busy. Therefore, HCA
does not require a computation every single time (like DCA)
and hence is faster than DCA on average (but not as fast as
FCA). In addition, in HCA, a “greedy” cell can use up all the
dynamic channels in DC, but it cannot use the fixed channels
assigned to its neighboring cells. So, the neighboring cells are
not as adversely affected as in the case of DCA.

3. ILP Formulation
for Hybrid Channel Assignment

Channel assignment schemes help to increase the network’s
capacity by efficiently distributing the channels across the
network. We assume that each base station in a cellular
network has a computer that stores the current state of its
cell. The state of the cell includes information about the
channels, the mobile elements, and the ongoing calls in the
cell. Each base station sends its state to other base stations
through a wired network between their computers. Channel
assignment is made by the computer of the concerned base
station according to the channel usage information stored in
the allocation matrix. Let, C be the total number of cells in
the network and L be the total number of channels in the
network. The allocation matrix A is the binary matrix of size
C X L such that each element of A is defined as

(1)

1 if channel j is in use in cell 4,
a =
N {0 otherwise.

The allocation matrix is updated every time a channel is
allocated or released in the network, and each base station
receives a copy of the allocation matrix. The total number of
channels is divided into two sets: FC and DC. If FC is empty,
then the problem reduces to the classical DCA problem.

We solve HCA problem based on reuse distance concept.
In this section, we propose two ILP formulations, ILP1 and
ILP2, to solve the channel assignment problem, where ILP1
does not allow channel reassignment, but ILP2 allows it.
Unlike most existing techniques, we consider all the three
hard constraints, that is, cochannel, cosite, and adjacent
channel constraints, as well as the soft constraints. Our HCA
approach works as follows. When a call arrives in a cell k at
time t, we first search for a channel in the FC set that can
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serve the call. If no such channel is available from FC, then
we apply our ILP formulations on the DC set to obtain a
best assignment of channels in cell k. The solution contains
channels to be assigned to all ongoing calls in the cell k
(ongoing calls maybe reassigned new channels to minimize
blocking or dropping of calls, for ILP2) and the channel to
be assigned to the new call.

3.1. Notation Used. In our ILP1 and ILP2 formulations, we
will use the following symbols to represent input data:

(1) k: cell where a call arrives,

(2) di: number of calls in cell k (traffic demand in cell k),
including the new call.

(3) ro: reuse distance,

(4) r1: minimum distance between cells to avoid adjacent
channel interferences,

(5) g: cosite interference channel interval,
(6) w: adjacent site interference channel interval, g > w,
(7) C: number of cells in the network,

(8) L: total number of channels in the network (including
both fixed and dynamic channels),

(9) Lg: number of dynamic channels in the network,

(10) B: set {1, 2,..., Ly} of channel numbers for all
dynamic channels,

(11) By: subset of B, containing the channels currently not
in use in cell k,

(12) K subsets of B containing the channels currently in
useincelli,1 <i < C,

(13) Wy, W, and W3: positive constants,
(14) d; j: normalized distance between cell i and cell j, 1 <
ij<C,
(15) res(i, j): a function defined as follows:
1 if cell i and cell j belong to the
res(i, j) = same reuse scheme, (2)
0 otherwise,

(16) a;j: an element of a C x L allocation matrix A, where
each element, a; j, is defined as follows:

1 ifchannel j is in use in cell 4,
aij = (3)

0 otherwise.

We also define the following binary variables:

1 if channel [ is selected for the new call
X = incell k, VIe By, (4)

0 otherwise,

1 if channel m € B is selected for an

Ym = existing call or new call in cell K, (5)

0 otherwise.

3.2. ILP Formulation without Channel Reassignment (ILP1).
We now present our first ILP formulation that allocates a free
channel to a new call without any reassignment of existing
channels. Using the notation given above, we formulate ILPI
as follows.

Objective Function.

c
e ai] -+ X
Minimize — W, Z Z%
i~Lizklep, ik
(6)
c

+ W, z Z aij - x; - (1 —res(i, k)),

i=1i#kI€Bf
subject to

(1) constraint for one channel per call

2=, (7)

leBy

(2) cochannel constraint

xit+ay<1, VI€EBp1=<i<C,dix<ry, i#k, (8)

(3) cosite constraint

xi+agg <1, VIeBy, VqEBEf, II-q] <g (9

(4) adjacent channel constraint

x+ag<1, VIE€Bf, Vge XK;, 1<i=<C, i#k,

dig<r, |l-q|l<w, Il#q.

(10)

In our formulation, the traffic demand and the “hard”
constraints are handled by (7)—(10). There may be multiple
channels that satisfy these constraints, but, among them, the
objective function specified in (6) selects one channel that
best meets the requirements of the “soft” constraints. W,
and W, are positive constants and determine the relative
significance of the different terms. The first term expresses
the packing condition. The objective value decreases if
channel [ is also in use in cell i which is free from cochannel
interference with cell k. The decrease in the value depends
upon the distance between the cells i and k. The second
term expresses the resonance condition. The objective value
decreases if channel [ is also in use in cell i, and cells i and
k belong to the same reuse scheme. Therefore, the objective
function attempts to increase packing and assign the same
channel to cells that belong to the same reuse scheme.



We note that, if we were simply minimizing the objective
function (without considering any of the constraints) the
packing condition could lead to the same channel being
assigned to two ongoing calls in adjacent cells, at the
same time. However, such an assignment would violate the
cochannel constraint (Constraint (8)), and hence would not
be selected as a feasible solution, even though it gives a lower
objective value.

Constraint (7) ensures that each call is allocated exactly
one channel from the pool of available dynamic channels that
are currently not in use in cell k.

Constraint (8) enforces the cochannel constraint by
ensuring that a channel I € By is not selected for a call in
cell k if it is already in use in any neighboring cell 7, assuming
iand k are separated by a distance less than the reuse distance
10.

Constraint (9) is the cosite constraint. It ensures that a
channel [ is selected in cell k only if it separated by at least the
cosite interval, g, from any other channel g, currently in use
in cell k.

Constraint (10) states the adjacent channel constraint. It
ensures that a channel [ is selected in cell k only if it separated
by at least the adjacent channel interval, w, from any other
channel g, currently in use in a neighboring cell i, which is at
a distance ;. Since the channel separation within the same
cell should be at least as high as that between adjacent cells,
we should always have ¢ = w and ry = ry.

We note that K is valid for all 4, 1 < i < C (including cell
k). However, the condition i # k, given in adjacent channel
constraint (Constraint (10)), indicates that this constraint is
not applicable for cell k. Of course, there will be no problems
if the constraint actually is satisfied in cell k, but it need not
be enforced. Therefore, the qualifier i # k given in Constraint
(10) is used to select cells for which the adjacent channel
constraint should (or should not) be applied.

3.3. ILP Formulation with Channel Reassignment (ILP2).
Channel reassignment, the process of transferring an ongo-
ing call to a new channel without call interruption [4], can
improve the quality of service in terms of lowering call
blocking probability. Hence it is an important process in
dynamic channel allocation. We now present our second
ILP formulation that makes use of reassignment of existing
channels. Using the notation given above, we formulate ILP2
as follows.

Objective Function.

Aim * Ym

C
Minimize - W; > > 3
ik

i=1,i#kmeB

C
tWo S S i g (L= res(i k) (1D

i=1,i# kmeB

- WS Z Ai,m * Ym-

meB

subject to
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FIGURE 4: Cellular topological model.

(1) constraint for one channel per call

2. ¥ = dis (12)

meB

(2) cochannel constraint

Ymtaim<1, VmeB, 1<i<(C,

(13)
17&k> di,k < 1o,

(3) cosite constraint

Ym+yp <1, VmpeB,|m—p|<g m#p, (14)

(4) adjacent channel constraint
Ym+aip <1, Vm,peB,|m—p|<w,
(15)
1<i<C, dix<n, i#k
Equation (11) is the objective function. The first two
terms are similar to those in ILP1. The third term expresses
the limiting rearrangement condition. This term results in a
decrease in the objective value if the new assignment for the
ongoing calls in the cell k is same as the previous allocation.
As in ILP1, Wy, W,, and W3 are positive constants and
determine the significance of different terms.
Constraint (12) ensures that each call is allocated exactly
one channel among all dynamic channels.
Constraint (13) enforces the cochannel constraint and is
similar to constraint (8) except that here, we consider every
dynamic channel m € B.
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F1GURE 5: Non uniform traffic distribution pattern.
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Constraint (14) is the cosite constraint. It ensures that
two channels m € B and p € B are not selected in cell k if
they do not have enough cosite interval distance, g.

Constraint (15) is the adjacent channel constraint, sim-
ilar to constraint (10). But here, we consider every dynamic
channel m, p € B.

4. Cellular Model Assumptions

Our ILP approach is applied to the mobile cellular model
used in [2]. The basic characteristics of the model are briefly
summarized as follows

Percentage increase of traffic load

——g=2,w=2
—m g=3w=2
—a— g=3w=3
—— g=4w=3

FIGURE 8: Performances with reassignment for ratio 21 : 49.

(1) The topological model is a group of 49 hexagonal
cells that form a parallelogram shape, as shown in the
Figure 4.

(2) The total number of channels for the network is 70,
distributed in FC and DC, that is, [FCuU DC| = 70. A
channel serves one call at most. In FCA, the available
fixed channels are distributed among the cells, while
in DCA, all dynamic channels are put in a central
pool. A channel is assigned to an incoming call by
a central controller that monitors the whole cellular
network.

(3) Incoming calls at each cell may be served by any of
the available channels.
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(4) The selection of a channel is subject to cochannel,
cosite, and adjacent channel interference.

(5) The basic object of the network model is the link,
which is a communication between a base station and
a mobile terminal through a channel.

(6) A new call at cell k is blocked if neither a fixed
channel nor a dynamic channel is available to satisfy
the electromagnetic interference constraints.

(7) Existing calls in a cell involved in a new call arrival
may be reassigned new channels (ILP2 only).

In our simulation, we assume the traffic model to follow
the blocked-calls-cleared queuing discipline. An incoming
call is served immediately if a channel is available, otherwise
the new call is blocked and not queued. The most fundamen-
tal characteristics of this model include infinite number of
users, finite number of channels for the network, no queue
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for new calls, call arrival following a Poisson process with
mean arrival rate of A calls/hour. The call duration is a
random variable with exponential distribution of the form:

bexpbx
-]

0 otherwise,

ifx >0,
(16)

where b is the mean duration time of calls [3]. Interarrival
time follows a negative exponential distribution with mean
b. The product of the mean arrival rate and the mean call
duration gives the traffic load offered to the cellular network.
We used nonuniform traffic distribution (where each cell
may have a different call arrival rate) and considered the
traffic pattern used in [3] shown in Figure 5. The entry in
a cell represents the mean call arrival rate per hour, under
normal load condition. In addition, we set the mean call
duration to 180 seconds.

5. Simulations and Discussions

In our simulations, similar to the works in [6], we used
three representative ratios of fixed and dynamic channels,
FC:DC, 21:49, 35:35, and 49:21. The initial load in each
cell was set to 60% of the normal load and the results were
obtained by increasing the traffic rates by 33% for all cells
in each pattern, with respect to the initial rates on each
cell. The performance of the ILP formulations is derived in
terms of blocking probability for new incoming calls, which
is defined as the ratio between the number of blocked calls
and the total number of call arrivals in the system. In all of
our experiments, set the reuse distance, ry = 3. We also set
Wy = 1.5, W, = 2, and W3 = 1, which were determined by
trial-and-error.

To ascertain the values of W; = 1.5, W, = 2, and W3 =
1, we investigated performances of different combinations.
Figure 6 shows a comparison of blocking probability of ILP2
for three configurations, namely, {1, 1, 1}, {1.5, 0.5, 1},
and {1.5, 2, 1}, for ratio 35:35 with ¢ = 4 and w = 3. By
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TABLE 1: Blocking probabilities with no reassignment.
Percentage increase of traffic load
FC:DC g w 0 33 66 100 133 166 200
1 1 0.00 0.00 0.00 0.03 0.09 0.12 0.18
21:49 2 2 0.00 0.05 0.11 0.18 0.26 0.30 0.36
3 2 0.01 0.08 0.15 0.23 0.31 0.35 0.40
3 3 0.06 0.16 0.24 0.32 0.40 0.43 0.49
1 1 0.00 0.00 0.02 0.09 0.16 0.21 0.27
35.35 2 2 0.01 0.08 0.14 0.22 0.31 0.34 0.40
3 2 0.02 0.10 0.18 0.26 0.34 0.39 0.44
3 3 0.07 0.17 0.25 0.34 0.40 0.44 0.50
1 1 0.00 0.04 0.10 0.17 0.26 0.30 0.36
49:2] 2 2 0.04 0.12 0.20 0.28 0.36 0.40 0.45
3 2 0.05 0.15 0.23 0.30 0.38 0.42 0.47
3 3 0.08 0.20 0.27 0.35 0.42 0.46 0.52
TABLE 2: Performances of ILP1 and the ES approach proposed in [6].
Percentage increase of traffic load

FC:DC Scheme 0 20 40 60 80 100 120
21:49 ES 0.00 0.00 0.01 0.02 0.07 0.14 0.17
ILP1 0.00 0.00 0.04 0.06 0.11 0.17 0.19
35.35 ES 0.00 0.00 0.01 0.03 0.08 0.14 0.17
ILP1 0.00 0.00 0.03 0.05 0.11 0.16 0.19
49:21 ES 0.00 0.00 0.03 0.05 0.10 0.16 0.19
ILP1 0.00 0.01 0.05 0.07 0.12 0.18 0.21
0.2 Table 1 shows the blocking probabilities for channel allo-
0.18 M cation without any reassignment of existing calls (obtained
016 P us.ing.ILPl)..As expected the blocking probability inFreases
) / with increasing traffic load on the network, and with the
2 014 /v required channel interval for cosite constraint (g) and
;: 0.12 A adjacent channel constraint (w), but the network performs
c ol / better as the numl?er of dynamic channels i.ncreases. This was
= / /‘/ expected as the higher number of dynamic channels means
~_§ 0.08 / that the scheme has more freedom and can choose channels

2 006 from a larger set to assign to calls.
0.04 /J / We ha\{e tesjted ILP2, wh.ere .channel reassignment is
’ /./ /’// allowed, with dlffe.rent combinations fqr the values of g
0.02 and w, each ranging from 1 to 4. Figure7 shows the
0 4+—m— , : : : : blocking probabilities when ¢ = 2 and w = 2. Results
0 20 40 60 80 100 120 with other values of ¢ and w are similar. As before,
Percentage increase of traffic load (%) blocking probability increases with traffic, and also with
required channel intervals for cosite and adjacent channel
—— ES constraints. However, as shown in the figure, the 21 : 49 ratio
—=— ILP1 consistently gives the best performance, followed by 35:35

—— JLP2

FiGgure 12: Relative performances of ES [6], ILP1, and ILP2 for ratio
35:35 with initial traffic load.

and large, Conf 3, which was taken for the rest of our simula-
tions, works best, but the gap between their performances is
inconspicuous. For both ILP] and ILP2, the similar situation
was sustained with other ratios and values of g and w.

and 49:21.

Figure 8 shows how the blocking probabilities are
affected by the requirement of different values of cosite and
adjacent channel intervals, for the ratio of 21:49, under
reassignment scheme. We see that even small changes in
the values of ¢ and w can have a significant effect on the
blocking probability. The results for the 35:35 and 49:21
ratios followed a similar pattern, but the overall blocking
probabilities were higher.
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The effect of channel reassignment on blocking prob-
ability with the following representative ratios: 21:49,
35:35, and 49:21 was illustrated in Figures 9, 10, and
11, respectively, under reassignment scheme. Our results
indicate that although channel reassignment does reduce
blocking probability, the amount of improvement seems to
vary with traffic load and the values for g and w. We are
conducting further experiments to determine the conditions
under which channel reassignment is most beneficial.

Finally, we have compared our approach with the evolu-
tionary strategy- (ES-) based HCA scheme proposed in [6],
which considers cochannel constraints only. We note that,
the approach in [6] not only provides criteria for selecting
among multiple feasible solutions (similar to our approach),
but also it has been shown to outperform another well-
known approach for HCA [3]. However, like most existing
approaches, both [6] and [3], do not consider CSC and ACC.
So we had to use a restricted case of our formulation, for
CCC only, to get a meaningful comparison. Furthermore,
since we use ILP to generate the solutions, we can expect the
performance advantage to be consistently greater than (or at
least equal to) existing heuristics, for the same parameters.

We simulate this by setting ¢ = 1 and w = 1 in our
formulation. Initial traffic in each cell, percentage increase
of load, and other parameters including the values of W, and
W, were set to the same values as in [6]. In Table 2, the rows
ES and ILPI indicate the blocking probabilities in [6] and
our ILP1, respectively, under different traffic loads. As shown
in the table, our results without channel reassignment are
close to those in [6] with channel reassignment. A qualitative
comparison of the results for ES [6], ILP1, and ILP2 is shown
in Figure 12 for the ratio of 35:35. The results for the other
ratios follow a similar pattern. We note that ILP1 (without
any channel reassignment) has a slightly higher blocking
probability compared to ES, which is expected, but ILP2
consistently outperforms ES.

6. Conclusions

In this paper, we have presented two new integer linear
program formulations for hybrid channel assignment
in wireless cellular networks. The first formulation does
not allow channel reassignment for existing calls, while
the second formulation is capable of performing channel
reassignment. To the best of our knowledge, these are
the first formulations for optimally solving the hybrid
channel assignment problem that take into consideration the
cosite and the adjacent channel constraints, in addition to the
cochannel constraints. We also integrate soft constraints such
as the packing condition, resonance condition and limiting
channel reassignment to further optimize the objective
function. The results indicate that even without channel
reassignment, our approach (in ILP1) produces results
comparable to some existing schemes that perform reassign-
ment. Additional improvements are obtained if we allow
channel reassignment (in ILP2) as well. We are currently
investigating the relative importance of the soft constraints
and effect of varying the constants in the objective function,
on the overall performance of our formulations.
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This paper is based on an Offset Quadrature Amplitude Modulation (OQAM) Orthogonal Frequency Division Multiplexing
(OFDM) transmission scheme that is operated without a Cyclic Prefix (CP), where the multiple transmitting antennas are
employed to substantially reduce the inherent intersymbol and intercarrier interference. The proposed scheme avoids the use of the
CDMA technology to get rid of the interference. The nonemployment of the CP increases the spectral efficiency in comparison with
classical CP-OFDM systems, as it does not employ the CP for its correct performance. On the other hand, the non-employment
of the CP comes at cost of Intersymbol Interference (ISI). This paper presents a method which cancels the interference terms by
employing a multiantenna precoding strategy based on spatial diversity OQAM-OFDM scheme, so that the overall system can
get the advantage of the CP removal while no ISI is generated. Moreover, the proposed system benefits from the multiuser gain
through an opportunistic scheduler at the transmitter side to select the user with the best channel characteristics at each instant.
The resultant scheme OQAM-OFDM-MIMO data rate is obtained in a closed form expression and proved to be higher than the

classical CP-OFDM systems.

1. Introduction

Communication rates in broadband wireless systems
achieved very high values in multicarrier techniques,
that can be combined with the Multiple-Input-Multiple-
Output (MIMO) technology to provide both efficiency
and Quality of Service (QoS) to the system. Typically,
the channel in these broadband systems is frequency
selective, and one of the best multicarrier techniques that
can be employed together with MIMO is the Orthogonal
Frequency Division Multiplexing (OFDM), because OFDM
converts the frequency selective channel into a set of
parallel frequency flat channels. Therefore, OFDM is already
included in several communication standards as the IEEE
802.11n WLAN standard, while its multiuser OFDM Access
(OFDMA) version is already within the IEEE 802.16a/e
WiMax standards, the cellular Long-Term Evolution (4G-
LTE) and the Terrestrial Digital Video Broadcasting (DVB-T)
standards [1, 2].

OFDM shows some drawbacks that decrease its effi-
ciency. The largest drawback is the requirement for a CP

to tackle the delay in the channel, where the CP constitutes
10%—-20% of the symbol time, with the consequent decrease
in the system performance and the invested resources [3].
It also needs a block processing to keep the orthogonality
among all the subcarriers, which is a serious problem for
scalability, as it is impossible to increase the number of
allocated subcarriers because they will be asynchronous with
the rest of the block. As all modern communication systems
are characterized by users running different applications
characterized with various data rates, setup times, and QoS
demands, OFDM shows a problem to synchronization in
such heterogenous systems. OFDM shows several advantages
as its low complexity and its familiarity to both the academia
and industry, as it is already implemented in a lot of
communication standards. But to further increase the system
efficiency, the design of alternative multicarrier schemes is
currently under study within the cognitive communications
arena (4, 5].

An interesting proposal is to modify the OFDM systems
by jointly employing it with the Offset Quadrature Ampli-
tude Modulation (OQAM) transmission principle, for what
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is known in the literature as the Filter Bank-based Multi-
carrier (FBMC) transmission [6, 7]. This proposal is shown
to enhance the performance and the operational flexibility
of OFDM, thanks to its capabilities to exploit the spectral
efficiency of filter banks and to enable independence among
its subchannels. In OFDM-OQAM, the transmission channel
is divided into subchannels, which gives an interesting degree
of freedom to control the allocation process, together with
the scalability advantage [8]. The main difference of OQAM
with respect to OFDM is that instead of rectangular windows,
a more advanced basic pulse, also called prototype filter, is
used, which can reduce the out-of-band frequency leakage
and help to fulfill more stringent spectral masks, as can be
seen from Figure 1. The use of OQAM with appropriate
filter prototypes allows to obtain an almost negligible ISI
and Intercarrier Interference (ICI) assuming that the channel
coherence bandwidth is high enough. OFDM-OQAM is
mainly characterized by the non-employment of the CP, so
that all the system resources are devoted to increase the whole
system throughput, thus providing higher spectral efficiency
than the classical CP-OFDM [9].

But in OFDM, the CP is employed to avoid the ISI, while
OFDM-OQAM removes the CP from its scheme, therefore,
the combat of the ISI and the ICI remains as the main
challenge in this technique, where these tasks are usually
performed by the receiver through some complex operations,
representing a main problem for the implementation of this
scheme. Therefore, even the study of OFDM-OQAM was
initially proposed many years ago [8], but up to now, it has
not been included in any commercial standard, mainly due
to its large complexity that handicaps its implementation in
realistic systems. Recently, an increasing interest in FBMC
has again emerged [4-6, 9, 10], which has to start by finding
some signal processing techniques to decrease the OFDM-
OQAM complexity and to make it commercially viable.

The MIMO technology is already in almost all commer-
cial standards, so that an additional resource is available
in the system to be employed to cancel the interference
terms without the need for any complex reception techniques
and, therefore, to decrease the complexity related to FBMC
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schemes. Notice that MIMO systems are always proposed
to increase the system rate and/or to decrease its error
rate, while now, we can face an alternative approach for
the implementation of the MIMO systems: the interference
cancellation in FBMC. On the other hand, another resource
that is employed by the designer to enhance the system
behaviour is the multiuser gain, as the availability of multiple
users in the system is beneficial to enable the transmitter to
select the user with the best channel conditions at each time,
and by this way, to increase the system average sum rate.
This philosophy is known as the opportunistic scheduler
[11], which has already been commercially introduced in the
UMTS-HSDPA standard.

Few recent works have been presented to tackle the
FBMC systems complexity reduction; the authors in [12]
employed the CDMA technology to get rid of the interference
without the CP requirement in OFDM-OQAM systems. On
the other hand, [13] introduced a MIMO scheme in OFDM-
OQAM systems when there exist some uncertainty in the
Channel State Information (CSI) at the transmitter side,
asking for full CSI to operate the system which is a serious
handicap in terms of the feedback load.

Up to the authors’ knowledge, no previous schemes have
been presented in the literature to benefit from the antennas
availability to efficiently cancel the ISI and the ICI in the
system through a realistic strategy. Therefore, the objective
of this paper is to propose a spatial diversity scheme to
cancel the ISI and ICI in the system through low-complexity
operations, so that the implementation of the OFDM-
OQAM technique can be possible, with all the presented
advantages of the OFDM-OQAM systems. In other words,
MIMO will accomplish the required task of interference
cancellation in the system that is jointly employed with the
system multiuser gain [11, 14] to increase the system data
rate.

As a summary, the contributions of this work in the field
of OFDM-OQAM systems are as follows.

(i) A novel OFDM-OQAM scheme is presented that is
operated without the need of the cyclic prefix.

(ii) An intuitive transmission scheme together with low-
complexity processing at the receiver side are pre-
sented within the introduced OFDM-OQAM strat-

egy.

(iii) The multiuser gain in the system is also considered
to enhance the system performance, showing better
behaviour that the classical CP-OFDM Alamouti [15]
technique.

The remainder of this paper is organized as follows: while
Section 2 introduces the OFDM-OQAM system applied to
single-input single-output systems, Section 3 presents the
proposed spatial diversity technique within OFDM-OQAM,
where the employed system model and the opportunistic
strategy will be explained there. Section4 will show the
numerical results and simulations, followed by Section 5
with the paper conclusions.
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2. Single-Input Single-Output
OFDM-0QAM Approach

Orthogonal frequency division multiplexing with the cyclic
prefix insertion (CP-OFDM) is the most widespread mod-
ulation among all the multicarrier modulations, and this is
thanks to its simplicity and its robustness against multipath
fading using the CP. Nevertheless, this technique causes a loss
of spectral efficiency due to the cyclic prefix. Furthermore,
CP-OFDM shape is not compact due to the large side lobe
levels resulting from the rectangular pulse. This could be
avoided by inserting null subcarriers at frequency boundaries
in order to avoid harmful interferences into neighboring
communication systems. But these practice results in an
important loss of spectral efficiency. To avoid these dis-
advantages, OQAM-OFDM (or FBMC) was proposed as
an alternative approach to multicarrier OFDM mainly in
cognitive-based networks [16]. In FBMC, there is no need
to insert any guard interval. Furthermore, it uses a frequency
well-localized pulse shaping such that provides high spectral
efficiency [17-20]. Each sub-carrier is modulated with an
Offset Quadrature Amplitude Modulation (OQAM) which
consists of transmitting the real and the imaginary parts of a
complex data symbol with a shift of half the symbol period
between them [21].

Because OQAM orthogonality conditions are considered
in the real field, the data at the receiver side is carried only
by the real (or imaginary) component of the signal. The
imaginary (or real) part appears as an intrinsic interference
term although the data is always orthogonal to the interfer-
ence term. But, this term of interference becomes a source
of problems when combining OQAM-OFDM with some
MIMO techniques.

In both the transmitter and the receiver, a filter bank is
obtained by adding to the Fast Fourier Transform (FFT) unit
a specific signal processing module: the polyphase network.
The number M of filters in the bank is the size of the FFT and
the system is said to have M subchannels, while OFDM has
M subcarriers. The filters are frequency-shifted versions of
a prototype low-pass filter, satisfying the Nyquist criterion.
A family of prototype filters, which have many desirable
properties and can be considered as globally optimal have
been designed, using the frequency-sampling technique and
a few frequency coefficients [21-23].

The multicarrier filter banks are employed in the trans-
multiplexer configuration using the Synthesis Filter Bank
(SFB) at the transmitter, and the Analysis Filter Bank (AFB)
at the receiver [23]. In the FBMC application, the use of
critically sampled filter banks would be problematic, since
the aliasing effects would make it difficult to compensate
imperfections of the channel by processing the subchannel
signals after the AFB only. Therefore, a factor of two
oversampling is commonly applied in the subchannel signals
in the AFB, as shown in Figure 3.

In the current paper, we focused on uniform-modulated
filter banks in which the prototype filter g[m] of length L
is shifted to cover the whole system bandwidth, where the
ratio K = L/M is named the overlapping factor because
it is the number of multicarrier symbols which overlap in

TaBLE 1: Frequency coefficients reference for prototype filters, from

[4].

K H, H, H, H;

2 1 0.707

3 1 0.911438 0.411438

4 1 0.971960 0.707 0.235147

Surrounded interference
O Transmitted data symbol

FIGURE 2: Received ISI and ICI from surrounding data symbols.

the time domain. The frequency response of any prototype
filters is determined by K samples, as given by Table 1 for
several values of the overlapping factor. It must be pointed
out that in high speed transmission, the value K = 4 leads to
a good tradeoff between performance and complexity and it
is retained as the reference.

Once the prototype filter has been designed, the M filters
in the bank are obtained by the frequency shifts k/M, with
0 < k < M — 1. The output signal from the synthesis filter
bank is constituted by M subcarriers (M = IFFT/FFT size)
and the set of active subcarriers, %" denotes the real-valued
symbols at the kth subcarrier during the nth symbol interval,
modulated at rate 2/T. The signalling interval T is defined
as the inverse of the subcarrier spacing, thatis, T = 1/Af.
The symbols d%" and d*"*1) can be interpreted to carry the
in phase and quadrature (I/Q) components of the complex-
valued symbol c®) (of rate 1/T) from a QAM-alphabet.

It should be noted that the signs of the %" (9kn) =
jk) depicted in the sequence of Figure 3 can be chosen
arbitrarily, but the pattern of real and imaginary samples
has to follow the shown definition to maintain (near)
orthogonality [6]. The synthesized signal burst is, therefore,
a composite of multiple subchannel signals each of which
consists of a linear combination of time-shifted (by multiples
of T/2) and overlapping impulse responses of the prototype
filter, weighted by the respective symbol values d*", The
“C2R” and the “R2C” blocks in Figure 3 indicate the
conversion of the data from complex into real form and the
inverse operation, respectively. When a real (imaginary) part
of a subcarrier symbol is used, then the unused imaginary
(real) part is, at the receiver, a fairly complicated function
of surrounding data symbols, as can be seen in Figure 2. We
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TaBLE 2: Representation of the time-frequency response of the OFDM-OQAM (FBMC) system considered in this work. Due to the employed
offset QAM modulation, the effective time-frequency response will be reduced to only bold values in the table [4].

—4 -3 -2 -1 0 1 2 3 4
-2 0 0.0006 —0.0001 0 0 0 —0.0001 0.0006 0
-1 0.0054 0.0429j —0.1250 —0.2058j 0.2393 0.2058 —-0.1250 —0.0429j 0.0054
0 0 —0.0668 0.0002 0.5644 1 0.5644 0.0002 —0.668 0
1 0.0054 —0.0429j —-0.1250 0.2058 0.2393 —0.2058 —-0.1250 0.0429j 0.0054
2 0 0.0006 —0.0001 0 0 0 —-0.0001 0.0006 0
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F1GUrE 3: Multicarrier polyphase filter banks for SISO case, (a) synthesis filter banks (SFB), (b) analysis filter banks (AFB).

can write at the transmitter side the baseband equivalent of a
discrete time FBMC signal as follows [21, 24]:

M-1
S[m] = Z Zd(k’”)g(k’”)[m

_ HM] e(2n/M)m(m7D/2)eju/("'”)
b
k=0nez 2

(1)

where D is the delay term and depends on the length of
the prototype filter g[m] and y*" is an additional phase
term. The transmitted symbols d*" are real-valued symbols.
Equation (1) can be written in a more compact form as

k=0
= 3 S g m), 2)

M-1nez

where g&"[m] are the shifted versions of g[m] in time
and frequency. When the transmitter and the receiver are
connected back to back, the signal at the receiver output over
the kth sub-carrier and the nth time instant is determined
using the inner product of s[m] and g% [m]

+oo  M-1

r(k,n) _ Z Z Z d(k',n’)g(k’,n’)[m]g(k,n)* [m]

m=—o =0 n'€z

(3)

The coefficients of their impulse responses in the time-
frequency domain are illustrated in Table 2. The phase term

y®m in (1) guarantees and holds the real orthogonality
condition

+00
%e{ Z g(k"”')[m]g(k

m=—oo

,n)*} = §Uk) g, (4)

Considering the SISO FBMC transmission, when passing
through the radio channel and adding noise contribution
) (3) becomes

plem) i) glhkin) g () o (k)

(5)

where h%" is the channel coefficient at subcarrier k and time
index n, u(k ) is defined as an intrinsic interference and is
written as

+ 00
u(k,n) — h(k’,n’)d(k’,n’) z g(k’,n’)g(n,k)* [m]

m=—oo

2

(k'sn') # (ko)

(6)

According to Table 2, we note that most part of the energy
is localized in a restricted set (shown in bold) around the
considered symbol. Consequently, we will assume that the
intrinsic interference term depends only on this restricted set
(denoted by k, n) [21]. Moreover, assuming that the channel
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is constant at least over this summation zone, we can write as
in [24]

)

+o00
:h(k,n) d(k,n)+ Z h(k’,n’)d(k’,n’) Z g(k’,n’)[mlg(k,n)*[m]

(k',n")eQkm) m=—co

J

—
L)

+zon)

(7)

According to (4), and as d*"") is real valued, the intrinsic
interference u(*" is pure imaginary. Thus, the demodulated
signal can be rewritten as

plkn) o k) (d(k’") +jf(k,n)) + gk (8)

where f (k) s real-valued. In the case of 1, multiple antennas
at the transmitter side, we transmit real symbols d;k’") at a
given time-frequency position (k, n) and at the ith transmit
antenna. So, after transmitting through the radio channel, we

demodulate at the receiver side as

N
plln) = Sl (a4 £ 4 gtk 9)
i=1
where h,(»k’”) is the channel coefficient between the ith
transmitting antenna and the receiver. A more extended
analysis of the multiple antenna case with the proposed ISI
and ICI interference suppression scheme is presented in next
section.

3. Spatial Diversity in OFDM-OQAM

The opportunistic scheduling [11, 14] is one of the main
transmission techniques in multiuser scenarios, where dur-
ing the acquisition step, a known training sequence is
transmitted from the Base Station (BS). Each one of the
users receives the the signal, calculates the received Signal-
to-Noise Ratio (SNR), and feeds it back to the BS. In order
to benefit from the instantaneous channel situation, and,
therefore, improving the average system performance, the BS
scheduler accomplishes a smart user selection by choosing
the user with the largest SNR value for transmission. This
opportunistic strategy is proved to be optimal [11, 14] as it
obtains the maximum rate point.

We consider a multiantenna downlink systems where
the transmitter at the BS is provided with n; transmitting
antennas, while V receivers exist in the scenario, each one
of them equipped with a single-receiving antenna. The case
of n; = 2 is considered along the paper for easiness in
the results presentation and to align with all commercial
implementations of the IEEE 802.11 pre-n and the proposals
for all 4G-LTE systems. Neglecting the (k, n) components to
provide a general system model that can be also employed
for the Alamouti scheme, the channel hjix,) = [h1 ha]

TasLE 3: OFDM-OQAM proposed setup in a two-antenna scenario.

Subchannel 1 Subchannel 2
Antenna,; d, on PPN, d, on PPN,
Antenna, d, on PPN, d, on PPN,

is considered between the transmitting antennas and each
one of the users, where a quasistatic block fading model is
assumed with independent and identically distributed (i.i.d.)
complex Gaussian entries ~C.N (0,1). Let x = [x; x]7 be
the n,x 1 transmitted vector, while denote r(v) as the received
signal at the vth receiver as

rem () = K%M (y)x + 207 ()
(10)
= B W)x + B (0)x + 200 (v),

where z6 (v) is an additive Gaussian complex noise com-
ponent with zero mean and a unit variance. The transmitted
signal x is a coded version of the i.i.d. data symbols s; with
E{Is,-lz} = 1. For ease of notation, the n component is
dropped whenever possible to concentrate on the proposed
spatial domain processing.

The generated interference in the system due to the non-
employment of the CP is one of the drawbacks due to
considering OFDM-OQAM in current commercial systems.
On the other hand, the MIMO technology is already available
in almost all OFDM-based wireless standards (e.g., IEEE
802.11n, IEEE 802.16e/m and LTE). The MIMO system
is mainly devoted to increase the system data rate and/or
quality of service, but it can be also employed to accomplish
interference mitigation in the system, such mitigation is
already known in the research arena through several schemes
like space time coding [15] and zero forcing beamforming
[25], among others. To apply interference cancellation over
OFDM-OQAM systems is a challenging matter due to the
time-frequency interference pattern in Table 2, but it would
be a very important achievement for the OFDM-OQAM
system, as the interference cancellation stands as one of
the main milestones to make the OFDM-OQAM to be
attractive, avoiding extra interference cancellation complex
mechanisms at the receiver side, reducing its complexity and
making it suitable for implementation.

The consideration of MIMO with n; = 2 enables two
simultaneous symbols to travel in the channel at the same
time and through the same subchannel. Table 3 shows a
possible setup for the OFDM-OQAM transmission over 2
subchannels and on a single time instant (i.e., k = 1,2 and
n is dropped from the formulations), where the PPN order is
switched over the two antennas.

From Table 3, notice that the two antennas are employed
to provide the system with a space-time block coding scheme
that will be later employed to cancel the interference at
the receiver side through some signal processing. With the
shown setup, the second antenna is employed to transmit
the same information as in the first antenna, implementing
the same principle as the very well-known Alamouti scheme
[15]. For sure, some modifications are required to enable



its application to the OFDM-OQAM technology with its
characterizing large amount of generated interference.

Considering this setup, the received signal > in the
first subchannel states as

ALn) _ (d(l)n) +jf(1’”))h1 + (d(l,n) +jf(1’"))h2 + 20
(11)

where as previously explained, z( is the noise term
received in the subchannel 1, and f" accounts for all the
interference components [23] that arise from the filterbank
usage at the first subchannel, as presented through Table 2.
On the other hand, the received signal in the second
subchannel is as

) _ (jd(2,n) + f(2>n))h1 + (jd(z’”) + f(2,n))h2 +20m
(12)

with f®" as the interference terms in the second subchan-
nel.

The reader can consider a hypothetical case that h; and
hy show equal values in magnitude and opposed in phase,
killing the received signal, as the two signals coming from
the two antennas will cancel each other, and no signal will
reach the receiver. We should remark that this situation has
a low probability to happen [15], and even of that, this case
would fail in the system outage consideration, exactly as the
Alamouti scheme does [15].

3.1. Receiver Processing. Through the proposed transmission
scheme, now the receiver has two different arriving signals
(b1 and 2" one on each subchannel. Note that a whole
symbol (i.e., both its real and imaginary parts) is transmitted
over two antennas operating on two subchannels (i.e., one
single OFDM carrier) and on one time instant, then a full
diversity rate [15] is obtained. With the proposed scheme,
the two antennas are be efficiently employed in the system to
help mitigating the generated OFDM-OQAM interference,
thus decreasing the OFDM-OQAM complexity.

At the receiver side, the following low-complexity pro-
cessing is accomplished to obtain the expression from r(-"
as

= Re{hikr(l’”) + hzr(l’")*}
= (|h1\2+2Re(hi“h2)+|h2|2)d1 (13)
+ Re(hi"z(l,n)) + Re(hzz“’”)*),

where we can see that all the interference terms (") are
removed thanks to the receiver processing. This is a very
important step for OFDM-OQAM as the interfering terms
have disappeared without the need to complex operations
at the receiver side. Unfortunately, some dependence on the
channel phase is generated with the receiver processing, due
to the 2Re(hj hy) term, that can show positive and negative
values depending on the instantaneous channel conditions of
both h; and h,. A great spatial antenna gain is presented in
the system, as the information in dm is received through
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both h; and h,. Moreover, the data component d" is
received without any other data components, so that with
the simple Matched Filter (MF) receiver, the data can be
efficiently extracted. Another equation is required for the
detection of d®", as the single symbol is composed from its
real part d) and its imaginary part d>", where both parts
are compulsory for a correct detection.

The equation for d®" is obtained by applying a different
processing for subchannel 2 at the receiver side, to get

Y2 = Im{hfr@") +ht r(m}
- <|h1|2+2Re(h1“h2)+|h2|2)d2 (14)
i {i220) (5257,

where we also notice that there is not any interference term
in the equation.

The symbol detection, through its d" and d>™ parts,
is now solved as no more OFDM/OQAM interfering terms
are shown in the previously presented equations. The only
remaining problem to be solved is the channel phase effect
due to the Re(hi hy) term.

The received SNR for the presented scheme is, therefore,
obtained as

2
T e G R i I

2 |Re(h}zm) + Re(hyz(t*) | 2B’

where the 1/2 value is due to the separate reception of the
two parts of the symbol, therefore, the power of d"" is
half the power of the original symbol s, which was defined
to be unity. Now, we must develop this formulation to see
how suitable is the obtained SNR expression and how it can
be further improved. Remind that each one of the channel
entries (e.g., hy) is distributed as an i.i.d. complex Gaussian
variable ~C N (0, 1), so that it has both a real and imaginary
components iy = hyy + jhi; and by = hy) + jha, where each
one of these components is distributed as an i.i.d. Gaussian
variable ~N (0, 1/2). With these clarifications and under the
consideration of i.i.id. noise component, the expression of
the denominator can be further developed to obtain

1
B

(\hu 12+ 2hy1hoy + 1oy |* + [hiol + 2hishoy + |h22|2>

= N

(\hl ?+ 2hy1hyy + || + 2h12h22)-
(16)
Now, considering the numerator A in order to simplify
the SNR expression, the value of 2 Re(hfh,) can be formu-
lated as
2Re(h{hy) = 2hyhoy + 2hshos, (17)

and, therefore, the SNR expression in (15) stands as

SNR = | |* +2Re(hihy) + |hy|*. (18)
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Notice that the channel phase effect can be positive or
negative, where the value of 2Re(h{hy) has a symmetric
distribution over the zero point, as it is only composed of
Gaussian ~ CN(0,1) variables. Obviously, the receiver is
interested in a positive value for the channels phase effect,
so that the decoding process is improved.

In order to compare this proposal to current systems,
we notice that for a fair comparison, we must consider
the Alamouti scheme [15] that is applied over OFDM and
following the same power restrictions that are imposed in the
system model section. The obtained SNR expression for such
strategy [15] is as

SNRujam = 111> + B 1%, (19)

which is shown to provide very good system performance,
and it is already included in several broadband wireless
communication standards. Comparing the SNR expressions
in (18) and (19), we notice that the only difference relates
to the channel phase effect 2Re(hj'h,) value. As already
commented, this value can be either positive or negative
with an equally distribution for its sign. If we consider the
average performance, then the two SNR expressions will be
equal on the long run, but with different Bit Error Rate
(BER) behaviour, as the variance of the expression in (18) is
larger due to the additional phase term, thus with lower BER
performance. This is a severe disadvantage of the proposal
up to now, so that some improvement must be accomplished
in order to make it more suitable and therefore, not only the
CP gain, the synchronization and the scalability advantages
are presents, but also a gain in terms of the rate and BER
behaviours. The only problem that remains to solve is the
effect of the phase term, as we only require it to show a
positive value, where the solution to this problem is obtained
through the multiuser gain, as next shown.

When several users exist in the system, the system
administrator can benefit from the channel conditions
of the available users in the system to select the user
with the best channel conditions, for what is known as
the multiuser system gain [11]. Several modern wireless
communication standards [26] employ such opportunistic
scheduling in its operation to increase their performance,
and as OFDM/OQAM is targeted to high data rate systems,
then we will tackle our objective through the opportunistic
scheduler. This objective can be accomplished if we define
the opportunistic scheduling as looking to select the user v
showing

max (11 ()P +2Re(l (1) ha() + 1M)1)),  (20)

to guarantee that the phase channel effect is always beneficial
to the system performance.

On the other hand, the Alamouti scheme can be also
operated with an opportunistic scheduler, where the selected
user will be the one showing

max (| () + 1 ()]7), (21)

where the Alamouti scheme is proved [27] to highly benefit
from the multiuser gain.
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FiGure 4: BER performance of Classical OFDM Alamouti and the
OFDM-OQAM proposal, both in a multiuser scenario.

It remains to confirm that our proposal outperforms the
Alamouti one, and this can be accomplished if we prove
that the sign of the phase effect is always positive. We do
not concern about the phase distribution, but only about its
sign distribution. Notice that the opportunistic selection in
the OFDM/OQAM proposal will offer better performance
as long as the user with best channel characteristics shows
a positive value for the phase effect. The probability P to
achieve such situation [28] can be easily formulated as

P-1- (%)H, (22)

where as expected, increasing the number of available users
V will drive an improvement in the probability of better
performance of the OFDM/OQAM proposal in comparison
to the Alamouti scheme.

4, Simulations

To see the behaviour of the proposed scheme, extensive
computer simulations are run on a wireless scenario with
ny = 2 transmitting antennas and a variable number of users
each one equipped with a single antenna. The transmitter
is implementing a spatial diversity scheme over OFDM-
OQAM, where a total transmitted power P; = 1 is assumed.
A total system bandwidth of 1 MHz is considered in this
scenario.

In a first comparison, we consider the BER performance
of the proposed scheme in comparison to the standard
OFDM Alamouti strategy, both operated in an opportunistic
multiuser scenario with 10 users, where the BS carries out
the scheduling of the user with the best channel conditions
following the selection algorithms in Section 3.1. The results
are shown in Figure 4 where both techniques present a very
similar behaviour and slightly better for the OFDM-OQAM
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FiGure 5: Rate performance of classical OFDM and OFDM-
OQAM, both operated in the spatial diversity philosophy and
within a multiuser scenario.
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FiGURe 6: Rate performance of classical OFDM and OFDM-
OQAM, both operated in the spatial diversity philosophy and with
a variable SNR value.

proposal. This indicates that the reception quality is very
close between the two schemes, which is an encouraging
aspect, as all the benefits from the OFDM-OQAM system
come at no cost on the reception quality.

One of these improvements is shown in Figure 5, where
a scenario with a variable number of users is simulated.
The comparison between the classical OFDM Alamouti
scheme and the proposed OFDM-OQAM shows the better
performance of our proposal, obtaining a higher benefit from
the multiuser system capabilities. Obviously, this gain comes
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FiGure 7: Rate performance of classical OFDM and OFDM-
OQAM, both operated in the spatial diversity philosophy and
within an Outdoor multiuser scenario.

from the resource saving as the OFDM-OQAM proposal
does not employ the CP, that is assumed to be 12.5%
which is the most typical value within the in commercial
standards [3]. But also, the multiuser gain is employed in a
better approach by the OFDM-OQAM proposal, as shown in
Section 3.1.

To check for the system performance under different
values of average SNR, we fix the number of users and vary
in the SNR value to check for the proposal behaviour within
different scenario conditions. Figure 6 shows a comparison
between the proposed scheme and the standard Alamouti
strategy applied over the same scenario for a fair comparison.
The results show how both schemes have almost the same
data rate enhancement for an increase in the SNR operating
value, but all the time, being the OFDM-OQAM proposal
larger than the standard Alamouti technique.

The last consideration for different scenarios to check for
our proposal is in an outdoors channel, as both OFDM and
the MIMO technologies have been also proposed for outdoor
channels. The channel model for outdoor urban scenarios
can be modeled as single or two cluster scenarios, where the
channel is regarded as a large dominant component affected
by multipath propagation, so that there exists a considerable
angle spread at each receiving end. Moreover, the direction
of arrival does not necessary match with the exact user
position due to the reflections that each signal undergoes.
The paper adapts a single-cluster outdoor channel model
[29] with an angle spread value of AS = 10 degrees, and the
results are shown in Figure 7. As we can see from the figure,
the proposed OFDM-OQAM also outperforms the Alamouti
scheme in outdoor scenarios, where the performance of
both strategies are improved due to the more directionality
that appears in the outdoors channels, and as the BS can
select the user with best channel characteristics, then a better
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directionality search is performed. From all the above figures,
we realize that our OFDM-OQAM proposal outperforms
the Alamouti strategy, and without the need of the CDMA
spreading codes proposed in [12].

5. Conclusions

A spatial diversity scheme over OFDM-OQAM is presented
along the paper to enable the implementation of OFD-
OQAM in realistic systems. This is thanks to the required
low-complexity processing at the receiver side that allows to
totally cancel the OFDM-OQAM generated interference. In
order to enhance the system data rate and BER performance,
a selection of the user with best channel conditions at each
transmitting instant is performed through an opportunistic
scheduler at the transmitter side. To the authors’ knowledge,
no previous proposals have been presented in the literature
to deal with such scenario setup.

The paper formulated the results of the proposed scheme
in terms of data rate and BER and mathematically obtained
the SNR expression. The results indicate that OFDM-OQAM
proposal stands as a potential alternative to the classical
OFDM for its consideration in realistic systems. Moreover,
the proposed scheme does not employ the CP, which is a
further increase in the system efficiency. Its advantages in
terms of scalability and synchronization can be also attractive
for the system. Therefore, OFDM-OQAM can be employed
in certain scenarios upon the requirements and restrictions
for the system designer.
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