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The field of satellite navigation has witnessed the advent of a number of new systems and technologies: after the landmark
design and development of the Global Positioning System (GPS), a number of new independent Global Navigation Satellite
Systems (GNSSs) were or are being developed all over the world: Russia’s GLONASS, Europe’s GALILEO, and China’s BEIDOU-
2, to mention a few. In this ever-changing context, the availability of reliable and flexible receivers is becoming a priority
for a host of applications, including research, commercial, civil, and military. Flexible means here both easily upgradeable
for future needs and/or on-the-fly reprogrammable to adapt to different signal formats. An effective approach to meet these
design goals is the software-defined radio (SDR) paradigm. In the last few years, the availability of new processors with
high computational power enabled the development of (fully) software receivers whose performance is comparable to or
better than that of conventional hardware devices, while providing all the advantages of a flexible and fully configurable
architecture. The aim of this tutorial paper is surveying the issue of the general architecture and design rules of a GNSS software
receiver, through a comprehensive discussion of some techniques and algorithms, typically applied in simple PC-based receiver

implementations.

1. Introduction

“Software-radio is an emerging technology, thought to build
flexible radio systems, multi-service, multi-band, multi-stand-
ard, reconfigurable, and reprogrammable by software.”

This definition, borrowed by Buracchini [1], describes
very well the key idea of the software-defined radio (SDR)
design paradigm. More specifically, an ideal SDR transceiver,
sketched in Figure 1, is characterized by a commodity off-
the-shelf (COTS) front-end (FE) that is connected to a
programmable processing unit (PU), which processes the
baseband (BB) incoming, or transmitted, signal via flexible
software [2—4]. The PU is the core of the system, since it can
impart multiple personalities to the transceiver by running
specific software, depending on the application context and
the required functionalities.

The effectiveness and the advantage of a fully SW-defined
radio like the one envisaged in Figure 1 with respect to an
equivalent fully hardware device were first sketched in the

seminal work by Mitola [3] and can be synthesized in three
key points.

(i) Configurability. Within a specific communication
technology, this means that a unique transceiver
for different applications can be factory-configured
without any hardware change.

(ii) Updatability/Upgradeability. Since the core is soft-
ware based, the receiver can be updated and upgraded
in case of new and improved algorithms or amend-
ments to a standard, while maintaining the same
hardware components.

(iii) Flexibility. The same transceiver, with the same
hardware, can be used for different communication
technologies, simply by reconfiguring or upgrading
the software.

Obviously, these properties are not in general borne
to a large extent in fully HW devices, which are usually



constrained and confined to particular applications. The
direct consequence of this limitation is, on one hand, the
need to use multiple HW solutions for different technologies
and, on the other, the possible need of HW replacements
at the advent of even modest changes in standards or
technologies. Still, we must see how the general notion of an
SDR can be beneficial to the field of global navigation satellite
systems (GNSSs).

Satellite navigation has witnessed the advent of a number
of new systems and technologies: after the landmark design
and development of the Global Positioning System (GPS) [5—
7], a number of new independent GNSSs were designed
and were or are being developed all over the world:
Russia’s GLONASS [8], Europe’s GALILEO [9-11], China’s
BEIDOU-2 [12-14], and so forth. In addition, augmentation
systems and technologies [6, 15], like WAAS in the USA,
EGNOS in Europe, and MSAS in Japan, have been intro-
duced to increase the availability and accuracy and to predict
the integrity of GNSS. This multifaceted environment is a
perfect context where an SDR-based navigation receiver can
prove its virtues by adapting to the different available formats
and/or jointly processing the host of novel as well as legacy
positioning signals.

Recently, new features have been studied to improve the
performance of the new GNSS, based on the experience
of GPS. Multipersonality receivers switch from one satellite
system to another and process their signals performing
multiconstellation navigation [16, 17], and at the horizon
there is also the integration of satellite navigation with
different positioning data coming from different, possibly
local, sensors (indoor or inertial navigation) [18]. In this
framework, an SDR-based receiver has no difficulty in
performing the necessary functions of data fusion among
different sources of information.

All of the above represents, in the authors’ opinion, a
very well-founded motivation that led the application of the
SDR paradigm to the design of GNSS receivers ([10, 19-25]).
To this respect, this tutorial intends to provide an overview
of the typical techniques used to implement GNSS SDR
receivers. To this aim, more details on GNSS evolution are
provided in Section 2. The software architecture of a GNSS
SDR receiver is illustrated in Section 3. Section 4 focuses
on the receiver signal processing techniques and navigation
algorithms. Finally, conclusions and future perspectives for
the research on SDR for GNSS are drawn in Section 5.

2. GNSS Evolution

In this section, we give a brief overview on GNSS systems
and their evolution, proposing the basic concepts that are
useful for a good comprehension of the next parts of this
tutorial. The main purpose is to show a real context wherein
a renovation process is required, which includes very flexible
solutions and a coexistence between new and old signal
processing techniques.

2.1. Basic Elements. GNSS systems encompass a wide variety
of different networks of devices and technologies that are able
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TABLE 1: Space segment characteristics of the major GNSS systems.

GLONASS GPS Galileo
Number of satellites 24 30 30
Number of orbital planes 3 6 3
Number of satellites per orbit 8 4 10
Orbital inclination 64.8° 55° 56°

25,508km 26,560km 29,601 km
~11h15m =11h58m ~14h 05m

Semimajor axis
Period

to provide precise positioning to enabled users every time
and everywhere in the world [26]. Specifically, in this wide
and complex scenario, the so-called master systems, such
as GPS, GLONASS, Galileo, and Compass, are stand-alone
systems that estimate the user position without the support
of any other external device. Conversely, GNSS augmentation
systems are satellite- or ground-based systems designed to
improve performance (mainly in terms of accuracy and
precision) of the master ones, [5, 6].

The overall structure of the master navigation systems,
such as GLONASS, GPS, Galileo, and Compass, is made
of three main elements, referred to as segments. The first
one, named the space segment, includes a constellation
of navigation satellites which transmit positioning signals
containing fundamental data about the satellite position
(such as ephemerides and almanacs), clock synchronism, and
integrity. Such data are essential for typical receiver opera-
tions, like prediction of satellite visibility (to be performed at
the start-up of the user terminal), computation of satellite
positions, and estimation of ionospheric and tropospheric
delays.

The constellation is made up of a certain number of
satellites orbiting the Earth and is typically divided into
orbital planes suitably designed to guarantee the full coverage
of the Farth surface. The main parameters of the space
segment of the major GNSS systems currently deployed
or under deployment (GPS, GLONASS, and Galileo) are
reported and compared in Table 1 ([5, 6, 8, 11, 27]).
Besides those listed in Table 1, it is worthwhile mentioning
also the future Chinese-made Compass navigation system,
whose complete constellation (up-to-date information) will
be constituted by 27 MEO (medium earth orbit) satellites
with a semimajor axis of 27,840km, 3 IGSO (inclined
geosynchronous) satellites, and 5 GEO (geostationary earth
orbit) satellites [12, 14, 28].

The second component is the control segment, which is
in charge of monitoring the space segment by using a set
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TABLE 2: Summary of the main parameters for GLONASS, GPS, and SBAS signals.

Signal parameter of feature GLONASS GPS SBAS
Multiple access technique FDMA CDMA CDMA
Carrier frequency (MHz) L, 1598.06 ~ 1609.31 1575.42 1575.42
L, 1242.94 = 1251.69 1227.60 —
Code length (chip) C/A 511 1023 1023
P 5.11-10° 2.35-101 —
Code rate (Mchip/s) C/A 0.511 1.023 1.023
P 5.11 10.23 —
dal? rate 50 50 500 (cod:idz1
Navigation data (bit/s) 250 (uncoded)
data BPSK BPSK BPSK
modulation Manchester NRZ NRZ

of ground stations. More in detail, the tasks of the control
segment are

(1) to track satellites and compute navigation data (to be
uploaded to space segment),

(ii) to monitor and estimate the drift of the satellite
clocks with respect to the system time,

(iii) to monitor and adjust the satellite direction to
maintain the right orbit planes,

(iv) to relocate a new satellite in case of failure of an old
one.

The control segment carries out then the key functions
that allow the navigation signal to be broadcast everywhere
and every time on the Earth, so providing worldwide
coverage.

Finally, the last component of the system is the user
segment that includes all the receivers (irrespectively of their
specific application) which are enabled to acquire, track,
and process the positioning signals provided by a given
navigation system (e.g., GPS, GLONASS, etc.).

The augmentation systems are characterized by a large
variety of different techniques to improve the performance
of master systems, which can be classified into the following
two subsets, [5, 6]:

(i) pseudosatellites, or pseudolites for short,
(ii) differential GPS (DGPS).

Specifically, the latter can be further subdivided in
terrestrial and satellites systems, namely,

(i) ground-based augmentation systems (GBASs), also
referred to as terrestrial DGPS,

(ii) satellite-based augmentation system (SBAS), which

encompasses several types of systems such as Wide

Area Augmentation System (WAAS), European Geo-

stationary Navigation Overlay System (EGNOS),

and Multi-functional Satellite Augmentation System
(MSAS).

Each augmentation system operates in a different way

for augmenting position accuracy. For instance, pseudolites

emulate GNSS satellites on the ground. Conversely, DGPS

augmentation systems are made up of known-position
stations, called reference stations, which receive positioning
signals from satellites, use them to calculate their position,
and compare the result with their true position. This allows
the reference stations to evaluate a set of corrections (also
called delta parameters) to be broadcast to enabled user
receivers. In the case of GBAS (see Figure 2), the corrections
are computed by a ground segment made up of a single
reference station with known position and broadcast to all
receivers present within the station coverage area (generally
pointed out as the local area of the DGPS reference station).
In the case of SBAS (as shown in Figure 3), a ground segment,
made up of a set of several base stations and one master
control station, computes the corrections and sends them to
a network of repeaters, made of one or more geostationary
satellites, that cover a wide geographic area.

2.2. GNSS Signals. The main characteristics of GNSS signals,
broadcast by current fully operative systems, are summarized
in Table 2, which presents a comparison among GLONASS,
GPS, and SBAS signals ([7, 8, 11]). Notice that P and
C/A stand for precision code (i.e., long code yielding high
accuracy) and coarse/acquisition code (i.e., short code pro-
viding low precision), respectively [5-7]. Also L; and L, are
the labels assigned to the carrier frequencies 1575.42 MHz
and 1227.6 MHz, whereas BSPK and NRZ stand for binary
phase shift keying modulation and non-return-to-zero pulse
shaping, respectively [7]. It is also worthwhile to remark
that SBAS systems (like other GNSSs, such as Galileo [11])
use convolutional codes to protect their navigation data
from corruptions. Thus, receivers for such systems also
include a Viterbi algorithm for the maximum-likelihood
error correction [29-31].

The first important common feature of the GPS and
SBAS signals is the generation process: roughly speaking,
they are generated by multiplying positioning data by a
spreading sequence (also called pseudorandom noise (PRN)
sequence). The PRN code identifies the satellite that gener-
ates the signal and reduces the cochannel interference due
to other navigation signals operating at the same carrier
frequency ([6, 32—34]). This technique guarantees a multiple
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access exploiting the same carrier frequency and bandwidth,
and therefore it is referred to as code division multiple access
(CDMA) [32-34].

A different approach, based on FDMA (frequency division
multiple access), is actually adopted in GLONASS, wherein
each satellite has its own frequency slot to transmit the
ranging signal. Thus, each channel is identified by a specific
carrier frequency, and the bandwidth becomes a funda-
mental parameter to reduce the interchannel interference.
Nevertheless, the next evolution of GLONASS system will
add a new set of BOC- (binary offset carrier-) modulated
CDMA signals to the old one, so as to include new services
and to improve user position accuracy [35].

An extensive modernization process is also involving GPS
with the main goal of adding two civil signals, denoted as L2C
(at 1227.6 MHz) and L5 (at 1176.5 MHz). L5 is intended for
aeronautical and safety-of-life (SoL) applications [5], whereas
L2C will be available for non-SoL applications at the L2
frequency.

The birth of a new generation of satellite navigation sys-
tems (such as Galileo and Compass) is taking an increasing

attention from the scientific community as well. Indeed,
even though the design of these systems dips the roots into
GPS experience, their signal structure is definitely more
complex than that of all the previous systems. For instance,
referring to the Galileo open service signals in space (OS-
SIS) [11], each satellite bears three carriers (Es, Es, and
E,), identified by three different radio frequencies (RFs),
whereas GPS and GLONASS use only two carriers. Then,
each Galileo carrier can contain either 3 or 4 channels (E;
and E¢ have 3 channels, whereas Es has 4 channels), and
every channel can be made up of a long spreading sequence
(generated by multiplying a primary code by a secondary
one) modulated by data and BOC-like waves. This elaborate
design of Galileo signals in space (SIS) improves the accuracy
of user-position determination with respect to GPS and
GLONASS and provides more services for civil, commercial,
and military applications [5, 10, 11].

In the same way, the Chinese satellite navigation system
Compass (also denoted as Beidou-2, as it will replace the
current Beidou, made up of only 3 operative GEO satellites
over China), will transmit 8 ranging signals to cover a large
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variety of applications from civil to military ones [5, 26, 28,
36, 37]. For the sake of brevity, important projects (such as,
the Japanese Quasi-Zenith Satellite System (QZSS) [5] and
Indian Regional Navigational Satellite System (IRNSS) [26])
have not been reported. The interested reader can refer to
the large bibliography available on these topics (see, e.g., [5—
20, 26-28, 36, 37]).

3. Design of a GNSS SDR Receiver

Before going into the details of the design of a GNSS SDR
receiver, it is important to introduce three basic definitions,
(3,4, 38].

(i) Digital Radio. After the front-end stage the incoming
signal is converted into the digital domain to be
processed by a digital signal processor (DSP). The pro-
cessing is often done in a defined, nonreconfigurable
way, using hardware and ASICs.

(ii) Software Radio (SR). As technology progresses, the
digitization is at (or very near to) the antenna and
all of the processing required for the digital radio is
performed by software residing in high-speed digital
signal processing elements.

(iii) Software-Defined Radio (SDR)—The RF to IF is
done prior to ADC, again followed by a digital
radio that is performed by software residing on a
programmable platform. Thus, the analog front-
end remains unchanged, although all processing is
fully reconfigurable. Therefore, the SDR solution
represents a more realistic implementation of a
digital radio.

A Dbasic scheme of the general SDR architecture is
sketched in Figure 1. The picture shows a transceiver
(transmitter-receiver) made up of a front-end, followed
by ADC and by the successive signal processing stage. As
indicated in Section 1, this tutorial intends to provide an
overview of the typical techniques used to design a GNSS
SDR receiver, and the rest of this section is thus structured
as follows.

(i) Section 3.1 gives a general overview on common SDR
architectural designs.

(ii) Section 3.2 provides a brief description of the opera-
tion flow that characterizes a standard GNSS receiver.

(iii) Section 3.3 illustrates the general software architec-
ture of a fully software GNSS receiver.

(iv) Finally, Section 3.4 briefly describes two possible
software implementation techniques (with both a
single and a multi thread architecture).

Some examples of different implementations and solu-
tions are also given in [39—45].

3.1. Architectural Design of an SDR Receiver. Due to the need
for multipersonality receivers mentioned in Section 1 and
considering the GNSS signal details sketched in Section 2, ad

hoc hardware solutions cannot be considered as viable and
efficient solutions for the next generation of GNSS receivers.
In this context, a more flexible approach is desired, and so
the SDR technology represents a promising way to satisfy the
new receiver requirements of low cost and reconfigurability.
There exists a wide range of possibilities for an SDR
implementation, but all these architectures are characterized
by a common core, represented by a programmable platform
the receiver algorithms can be implemented and executed on.
For the sake of clarity, we will introduce three different
SDR configurations, focusing on the receiver architecture
reported in Figure 4. Five main sections can be identified: the
receiving antenna, the analog/digital FE, the digital section
with a field programmable gate array (FPGA) board and a
DSP platform, and a PC board. Depending on the processing
tasks allocated to each section (particularly, to the last three
blocks), a specific type of SDR receiver is determined.

(1) Classical (SW-Controlled) HW Architecture. In this
case, the FE stage gets in the RF signal, performs a
downconversion to intermediate frequency (IF), and
digitalizes the IF signal. The FPGA stage converts
the incoming stream of samples down to (or near
to) baseband, wherein a correlation module performs
the despreading operation. The tracking of carrier
frequency and phase offsets are also performed at
baseband. The remaining baseband and application
SW run on the DSP; in particular, the FPGA is
programmed to perform basic high-rate operations
(such as the downconversion and correlations),
whereas the DSP performs all other baseband opera-
tions (including acquisition and tracking stages) and
the relevant part of navigation SW. The PC board
hosts the configuration functions only, including
the user-PC interfacing (the man-machine interface
(MMI)).

(ii) Hybrid Architecture. After the FE stage, the FPGA
performs a considerable part of baseband operations
(including acquisition), also hosting a high-speed
connection to the PC board. The DSP provides
the receiver initialization and configuration tasks,
whereas the PC board performs the remaining (elab-
orate) baseband operations and the application SW.
In particular, the PC board performs navigation algo-
rithms, integrity algorithms, receiver management
functions, and MMI handling.

(iii) Fully SW. In this case, the FPGA hosts service fun-
ctions to transfer the digital samples to the PC,
whereas the DSP performs receiver initialization and
configuration tasks only; the PC board implements
all baseband and navigation functions. Using this
approach, the software is actually the core of the
receiver, because it accomplishes all the critical tasks,
such as processing of ranging signals and navigation
data, management and synchronization of all receiver
channels and logic stages, and MMI (see also [10, 19,
46-56])).



In the present tutorial, we will focus on fully SW receivers
only. This means that all signal processing tasks will be
performed in the software domain. As already mentioned
in the introduction, we select this solution because fully SW
architectures can be used when a high degree of flexibility is
required. Hybrid HW/SW architectures, despite combining
size and power efficiency with field programmability, and
thus offering a full algorithmic and architectural recon-
figurability, suffer in fact from a lower flexibility and an
increased programmability complexity with respect to the
tully SW architectures. For the same reason, SW-controlled
HW receivers, which show even lower reconfigurability, are
not considered throughout this tutorial.

However, it is worth noting that the architecture com-
plexity increases as the number of tasks transferred from the
FPGA/DSP digital section to the PC board increases. The
fully SW configuration is in fact more demanding in terms
of computational realization complexity, and it approaches
the state of the art in SDR GNSS terminal design. These
drawbacks will be carefully considered for the architectural
choices discussed in the following.

3.2. Operations Flow of a GNSS Software Receiver. Hereafter,
we will provide a brief description of the main stages of
a generic GNSS receiver, so as to give an overview of the
overall structure of these devices. To this respect, we will
refer to the simplified and quite general flow graph of the
SDR operations reported in Figure 5, wherein the software
emulates the multichannel architecture of a standard GNSS
hardware receiver.

3.2.1. Satellite in Visibility Prediction. At receiver start-up,
the satellite in visibility prediction is performed exploiting
old satellite almanacs, time, and a very rough estimate of
the user receiver position. These input data are typically
either provided by the user or locally stored at the end
of the previous usage of the terminal. This provides a list
of probable satellites in visibility to be used for a rapid
acquisition and tracking (this is generally labelled as warm
start). In case of a cold start (meaning that no a priori data are
available), an exhaustive search during the acquisition stage is
necessary to detect all satellite in visibility, and this translates
into longer acquisition times. If more detailed information is
available at the receiver during the start-up phase (namely,
the ephemeris data, i.e, a sort of refined orbital parameters),
the acquisition speed is faster than in the warm start (also
called hot start).

3.2.2. Acquisition Stage (Coarse Acquisition of Synchroniza-
tion Parameters). Upon the completion of the preliminary
prediction algorithm, a list of satellites in visibility is
generated and the acquisition stage can be run by emulating
a multichannel receiver via software. This is carried out by
assigning the PRN code of each incoming signal to a specific
channel.

A typical approach in the GNSS software receiver design
addresses about 12 channels to process master system signals
(such as GPS or Galileo), plus 2 or 3 channels for the
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augmentation systems (such as EGNOS and WAAS). In
the generic jth channel receive section, a local replica of
the relevant PRN code is available for despreading. The
acquisition stage of the jth channel provides a raw estimate
for the code delay (also named code phase) and for the carrier
frequency offset (mainly due to the Doppler effect, caused by
the relative movement of satellites and user receiver, and to
the clock drift) [5, 6, 10, 19, 57]. This raw synchronization
is obtained by a correlative process that performs a two-
dimensional search in the time and the frequency domains.
When a correlation peak R crosses a given threshold A, the
acquisition stage ends, otherwise a new test is run with a
different time/frequency offset combination.

3.2.3. Tracking Stage. Once a signal (e.g., the PRN-i signal) is
acquired, the corresponding channel of the receiver switches
to the tracking stage. This phase includes the following key
operations.

(i) Tracking of Synchronization Parameters. In this stage,
the code delay and the carrier frequency estimates
are refined by a delay-locked loop (DLL) and a
frequency-locked loop (FLL), respectively, whereas a
phase-locked loop (PLL) is employed to recover the
carrier phase offset [5, 6, 10, 19]. In this way,
an accurate synchronization between the incoming
signal and the local PRN code replica is achieved,
which allows the despreading of the received signal
and the detection of GNSS raw data to be performed.
To check the synchronization, a code lock verification
is periodically run by performing a long correlation
between the incoming signal and the local replica of
its spreading code. If the correlation peak R is larger
than the threshold A, all synchronization parameters
are locked, otherwise the receiver channel goes back
to the acquisition stage to perform a new estimation
of code phase and carrier frequency offset.

(ii) Frame Detection. This stage consists in grouping raw
data into a unique frame and computing pseudo-
ranges, by exploiting the code phase provided by
the DLL [10, 19]. A parity check is also performed,
and if this control fails, further tests are generally
done before going back to the acquisition stage. If
the parity control is passed, the user position can be
calculated by the subsequent stage.

(iii) Further Checks. Additional tests can be carried out
when the parity check control of the frame detection
fails. For instance, these may include estimation of
the RF signal power-to-noise spectral density ratio
(C/Ny) and code lock verification.

3.2.4. Navigation Stage. If the parity control of the frame
detection succeeds, the navigation stage is run and the user
position can be eventually calculated [5, 6]. More in detail,
this stage (i) collects all the data provided by every tracked
channel, (ii) aligns all received data into a coherent set, and
(iii) runs the navigation routines to estimate positions (at
least four satellites are necessary) [5-8, 10, 11, 15, 19].
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It is worth remarking that the signal processing of
each channel is performed independently of the others,
whereas the (only) navigation stage of the receiver requires
to combine all the data from every channel to solve the
mathematical system of positioning equations.

Finally, user position and other pieces of information
(e.g., receiver status, satellite sky-plot, real-time C/Nj, etc.)
are stored and/or displayed, depending on the final goal of
the receiver and on the MMI.

3.3. Layer Architecture of a GNSS SDR Receiver. The signal
processing and navigation stages addressed above are actually
only a part of the tasks that are accomplished by a GNSS
fully software receiver [52, 53]. Indeed, the software section
also manages the user-machine interface and all the receiver
stages and channels, to avoid conflicts that could cause data
loss or, in the worst case, a crash of the operating system
(OS). In this context, the multilayer software architecture,
shown in Figure 6, is proposed as a general representation
that allows us to highlight the main software stages, each
one characterized by its own specific functionalities. This
scheme shows three main different layers, or functional
blocks, described hereafter in the next subsections.

3.3.1. Operating Layer. The operating layer (OL) is devoted
to processing GNSS signals, to running navigation routines,
and to solving positioning equations. Specifically, this level
emulates the multichannel architecture of a standard naviga-
tion receiver, including the navigation stage, and the driver
for the FE management and data buffering. More details will
be reported in the next section.

Here, let us just remark that the driver allows the proper
flow of digitized data from FE to PC. The time required
to fill the input buffer (see Figure 6), called Tp, is an
important constraint, because it constitutes the temporal
interval during which all the receiver processing phases
must be accomplished to guarantee real-time execution,
avoiding bottlenecks, and consequent data loss. Specifically,
Ty, depends on the time required to collect N digital samples
of GNSS signals (this operation is typically performed by
the FE) plus Tp, that is, the time to download the stream
of data into the input buffer: T, = N,q/Rs + Tp, where R
is the bit rate at the sampler output and q is the number
of bits per sample (bit/smp). Of course, considering that
Tp = N;q/Rou where Ry, denotes the FE output rate (in
bit/s), the basic condition to avoid bottleneck and crash is
R; <« Ryt (For instance, assuming a front-end with USB
2.0 connection (Ryy ~ 400 Mbit/s) and a rate R, = 5 Mbit/s,
the time to fill a buffer B = Nyq = 1 Mbit turns out to be
Ty = (1/5)s + (1/400)s = 0.2025s = 1/R;, since Ry < Royy.)
To comply with the T} constraint, it is mandatory to execute
optimized and fast signal processing algorithms and to plan
an ad hoc time schedule that assigns the right priority and a
specific time slot to each receiver phase. In the SDR design,
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this calls for identifying the stages that are more important
than others to guarantee the real-time functioning of the
receiver. These stages (characterized by strict requirements)
shall have the highest priority.

3.3.2. Managing Layer. The compliance with the planned
time schedule is guaranteed by the managing layer (ML).
A simple example of time schedule is shown in Figure 7,
which refers to a software receiver with 6 channels running
on a standard PC with a single CPU. Time division of the
Ty interval is apparent in the picture. The four channels
in the tracking phase are assigned the highest priority to
meet the real-time constraint, while maintaining time, phase,
and frequency synchronization with the incoming signals.
Thus, each pseudorange can be computed, yielding the GNSS
raw data used to solve the positioning system. Soon after,
two more channels try to acquire further GNSS signals, in
order to improve the position accuracy and to guarantee the
continuity of position computation in case any of the in-
tracking satellites is lost. Afterwards, the driver downloads
new samples from the FE. Finally, the navigation stage
and other receiver functions, such as results displaying and
almanacs and ephemerides storing, are run. Note that the
rate to carry out such stages is typically much lower than
that of the signal processing stage. Let us also remark that a
safety gap g, is scheduled for each time slot in order to avoid
bottlenecks in critical situations due to possible overloads
of the CPU. As mentioned, the ML activates every receiver
phase following the step listed in the planned timetable, thus
respecting the scheduling. Furthermore, it allows the change
of channel stage from acquisition to tracking and vice versa
and synchronizes raw data epochs obtained from different
channels during navigation to solve the positioning system.

3.3.3. Man-Machine Interface. The man-machine interface
(MMI) is the input-and-output interface between user
and PC. In detail, the input options allow some different
configurations for several operative contexts to be selected,
including static or dynamic measures of the user position,
off-line/real-time processing, and analysis of GNSS signals.
Each choice is translated into an ad hoc setup of signal
processing and navigation algorithms. The output is used to
report and/or to store results, such as user position, SNR
ratio level, satellite health, sky-plot of the GNSS satellite
constellation, and receiver status. Typical output devices are
monitors or hard drives where log-files can be saved.

Additionally, each layer (MMI, OL, and ML) communi-
cates with the others by exchanging information. In this way,
we can modify the ML timetable, exchange configuration
data, and results between the MMI and the OL, configure
signal processing algorithms, and so on.

3.4. Single versus Multithread Design. Finally, we emphasize
that a software receiver can be implemented following
two different approaches: using either a single-thread or a
multithread design. In the first case, a single program carries
out all tasks of the receiver, following a prefixed order. The
result is a rigid structure which sequentially runs in loop all
the stages (tracking, acquisition, etc.).

Instead, in the multithread approach, each receiver stage
is assigned to a specific thread with a given priority level, and
all threads are dynamically run in a concurrent manner.

4. Signal Processing Stage

This section illustrates the general receiver architecture and
the typical algorithms used to process GNSS signals [5, 6, 10,
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19, 21, 33, 41, 46-55, 57-67]. Referring to the architectural
schemes reported in Figures 4 and 6, let us start describing
the FE design with its main features, followed by acquisition
and tracking stages and related algorithms. Then, the most
common navigation algorithms to compute user position
will be briefly presented.

To provide a clear and comprehensive description of a
GNSS software receiver, the single frequency approach is
proposed, considering the GPS L; signal as the reference
channel. Nevertheless, let us remark that a similar analysis
can be easily translated to a generic GNSS signal [41, 49,
51, 53-55, 60, 63, 65-67], by considering its specific char-
acteristics (e.g., bandwidth, subcarrier modulation, carrier
frequency, PRN codes, and data frame).

4.1. Front-End Stage. A simplified scheme of the FE archi-
tecture is sketched in Figure 8. The FE is clearly divided into
two basic blocks, the RF stage and the IF stage, with the RF/IF

downconverter acting as the interface between the two (more
details are contained in [2, 4, 10, 46, 68, 69]).

4.1.1. Antenna. This first component is designed to generate
a voltage from the incoming radio waves (e.g., L
1575.42 MHz). Thus, its frequency response must be similar
to a band-pass filter centered in L;. In case of a dual
frequency antenna (e.g., L; and L, 1227.6 MHz), the
response is typically characterized by two narrow bands,
centered on the two desired frequency ranges. In this way,
the interferences due to the presence of signals between the
two carriers are reduced. Other two parameters, typically
used to characterize an antenna, are the polarization and
the pattern gain. Specifically, the polarization indicates the
electric field orientation of the received signal. GNSS signals
are right-hand circularly polarized (RHCP). Hence, GNSS
antennas are designed to receive incoming RHCP signals.
We can effectively suppress left-hand circular polarization
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FiGUure 9: The antenna pattern of NovAtel GPS-533 at GPS L, [74].

(LHCP) rays (e.g., due to the reflection of RHCP signals),
thus reducing the multipath effect. Note that multipath
attenuation is mandatory, since it is the first cause of errors in
the user position computation of GNSS receivers [6, 57, 70—
73].

The pattern gain refers to the directivity of an antenna.
An example of a pattern gain designed as a function of satel-
lite visibility and multipath rejection is shown in Figure 9. A
quasiuniform gain toward all GNSS satellites above a specific
elevation angle is a desirable feature. Generally, this elevation
mask is chosen around 5 + 10 degrees above the horizon.
Therefore, the antenna pattern is characterized by a low back
lobe (Figure 9), in order to minimize the multipath effect due
to the ground reflection and interferences which are present
at low elevation [10, 19].

Commercial antennas are divided into two categories:
active and passive antennas. In particular, the latter class of
antennas are passive elements directly connected to the FE
chain, whereas active antennas are featured by an integrated
low-noise amplifier (LNA), with a very low noise figure
(typical values are around 2 + 3 dB).

4.1.2. RF Stage (LNA and RF Filter). Referring to Figure 8,
the RF stage is made up of a cascade of an LNA followed by an
RF filter. The well-known Friis formula provides the overall
noise figure of the FE [6]:

Fy -1

F—1 F-1
GGy - - Gnot’

Fr=F +
r=aTtrg GG,

..+

(1)

where F; and G; (i = 1,...,N) are the noise figure and the
gain of each component of the FE, respectively. If the first
component is an LNA with a high gain Gy, Fr is dominated
by the noise figure of the first element present in the FE
chain, so that Fr is about F; (2 + 3 dB). Possible impairments
to this approach are the strong spectral components due to
interferers in the amplifier bandwidth, which can saturate the
LNA and thus generate spurious frequencies. This drawback
can be circumvented by placing the RF filter before the LNA,
in order to attenuate the out-of-band spectral components,
thus avoiding saturation. This approach is particularly suited
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in the case of strong interfering signals adjacent to the L,
carrier [10, 19]. However, this solution yields an overall noise
figure which is typically 2 + 3 dB higher than in the previous
configuration, due to the insertion loss I of the filter that
reduces the overall gain G of the first stage (inclusive of RF
filter plus LNA).

Narrow-band filters are obviously desirable to guarantee
high frequency selectivity. Nevertheless, due to technical con-
straints, integrated narrow-band filters are scarcely available.
Actual values for the filter quality factor Q = f./Bw, where f.
is the central frequency and By the bandwidth, turn out to be
Q < 100. Thus, assuming that f. = L, the filter bandwidth
results in By > 20 MHz, whereas the GPS C/A-band is only
2.046 MHz wide. So, the received signal, centered around RF
frequency f;, must be downconverted to a lower IF, to allow
an easier spectrum filtering and guarantee a low output rate
from the FE to the PC.

4.1.3. RF/IF Stage (Downconverter and IF Filter). The RF/IF
downconverter consists of an oscillator generating a local
reference wave, at the frequency fio, that is multiplied
with the incoming signal (e.g., GPS L; signal with f. =
1575.42 MHz) by a mixer. Thus, assuming that the input
signal is s(t) = d(t)cos(wct), with w. = 27 f, the mixer
output is

s(t) cos(wrot)

= {eos{(we — wio)t] + cos[(we + wro)tl},

where wro = 27 fio. Neglecting some mixer parameters
such as conversion loss, intermodulation, and isolation, (2)
produces a low-frequency (w. — wio) component and a high-
frequency one (w, + wio). The difference frequency is the
desired IF, whereas the other is cut off by the subsequent
IF filter (Figure 8), typically a narrow band filter (e.g., with
bandwidth 2 MHz) centered on the IF. This represents a
single direct downconversion stage from RF to IF. In the
practice, it is very common to design receiver FEs with two
or more downconversion stages, which are more effective in
rejecting image frequencies. More details on this aspect can be
found in [4-6, 68, 75].

4.1.4. Automatic Gain Control and Analog-to-Digital Conver-
sion. The IF section may also contain an automatic control
gain (AGC) circuit to adjust the signal level at the input of
the ADC. Indeed, this second amplifier is controlled by a
variable gain piloted by a feedback signal resulting from the
ADC processing (thus, named automatic gain control). The
gain G, can be expressed as a function of the related AGC
control voltage Vace [5]:

Ga = a - efVaoc, (3)

where « is the AGC gain coefficient and f§ is the AGC control
voltage coefficient (see Figure 8).

Roughly speaking, based upon monitoring the digitized
data stream at the ADC output, the AGC increases or
decreases the signal level at the ADC input, aiming at
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FiGure 10: Uniform 2 bit quantization.
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FIGURE 11: Postcorrelation C/N, degradation using an N-level
quantization [77].

TaBLE 3: Minimum degradation due to quantization.

1 bit 2 bits 3 bits 4 bits
Optimal kq — 0.986 1.731 2.291
Min. degradation (dB) 1.96 0.537 0.159 0.014

exploiting the entire ADC dynamics, and ensuring thus the
use of all quantization levels without incurring in saturation.

For GNSS receivers, in which the useful signal power is
below that of the thermal noise floor, the AGC is driven
by the ambient noise rather than the signal power. In
such context, let us assume the absence of any interference.
Considering the common case of uniform quantization [76],
we can show that the degradation due to the digitization
procedure is a function of the ratio of the maximum
quantization threshold M, (e.g., Figure 10) to the noise
standard deviation, o (e.g., see Figure 11 [26, 77]).

Some optimal values of k; = M,/c that minimize the
degradation are given in Table 3 [26, 78]. Thus, the AGC
regulates the Gaussian noise standard deviation at the input
of the ADC, to ensure an optimal ratio. Therefore, this unit

11

TABLE 4: An example of f; computation.

Minimum Maximum
f: (MHz) f: (MHz)

1 32.84 )

2 16.42 28.84

3 10.94 14.42

4 8.21 9.61

5 6.57 7.21

6 5.47 5.77

7 4.69 4.81

8 4.11 4.12

is implemented as a feedback loop that uses the ADC output
samples to form metrics used to adjust the AGC gain (3).

Another function of the AGC unit is to avoid the ADC
saturation, when RF interferences occur. In this case, the
AGC rapidly reduces its gain to maintain an optimal RMS
level (at the ADC input) that can minimize the degradation.
Therefore, when remarkable variations of the amplifier gain
occur with respect to the nominal case, the AGC can also
become a useful tool to detect and assess interferences. More
details on this topic are given in [5, 78].

Finally, it is worth noting that, if a 1-bit ADC is used,
no AGC is required because the ADC is just a limiter. This
simplify the front-end architecture, but this solution results
extremely vulnerable to continuous wave (CW) interferences
[5]. In case of 2 (or more)-bit ADC, the AGC is necessary to
reduce the degradation due to the quantization.

In the FE chain, the AGC is followed by an analog-
to-digital converter (ADC) that digitizes the input signal,
outputting a stream of bits that are grouped in the signal
buffer to be sent to a PC. The main figures that characterize
an ADC are the sampling frequency and the number of
quantization bits. Specifically, the sampling frequency f; can
be calculated using the band-pass sampling theorem [79]:

{k'stZfIF+Bw,

(4)
(k— 1) f; SZfIF—Bw.

This system of simultaneous inequalities relates f; to the IF
frequency fir and the band-pass bandwidth By, as a function
of the integer factor k, which can assume values in the range
(see [79]):

l1<k< LﬁFjL(BW/Z)J (5)
Bw

where [x]| denotes the integer part of the argument x. Let
us give an example of f; computation: supposing to use a
local oscillator with frequency fio = 1560 MHz, then fir =
fi1 — fio = 15.42 MHz. The range of the sampling frequency
as a function according to (4) is listed in Table 4 (By =
2 MHz). A pictorial representation of the band-pass theorem
is displayed in Figure 12, with k = 3 and f, = 12 MHz.
Generally speaking, the selection of f; is done in
accordance with the desired number of quantization bits,
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FIGURE 12: An example of the band-pass sampling theorem (k = 3 and f, = 12 MHz).

yielding an FE output rate which, to avoid bottleneck, must
be lower than the maximum connection rate. For instance,
considering the USB 2.0 maximum rate Ry ~ 480 Mbit/s
and referring to the results reported in Table 4, a good choice
is k = 6, that points to f; = 5.5MHz, and a quantization of
2 bit/smp, and the output rate results Royt = 11 Mbit/s < Ry;.

The quantization operation is a nonlinear transforma-
tion which assigns a number (typically represented by a
set of digits {0,1}), belonging to an alphabet A, to a real
number, according to a specific quantization curve [76]. The
quantization process degrades the input SNR, because the
hard approximation of a soft input sample adds a random
error, called quantization noise. For the sake of clarity, a very
simple communication system (with infinite bandwidth,
which includes just one GPS satellite, an AWGN channel,
and no interferers) is simulated to compare the bit error rate
(BER) obtained by an analog receiver to that of 1- and 2-
bit quantization receivers. The results, reported in Figure 13,
show that the loss due to uniform quantization is roughly
2 dB for the 1-bit receiver and that it decreases to 0.5 dB for
the 2-bit receiver (as remarked in [6, 10, 19]).

It is worth noting that this result complies with the more
general analysis proposed by Hegarty in [77] and shown
in Figure 11. The picture reports signal losses for different
uniform quantizer levels N as functions of maximum input
threshold levels of the quantizer. Thus,

(i) with N = 2 (1 bit), the loss is about 1.96 dB,

(ii) with N = 4 (2 bits), the minimum loss (optimum
threshold) is about 0.54 dB.

Hence, for standard applications, an SDR receiver is typi-
cally designed assuming 1-bit quantization, while the 2-bit
quantization is recommended for better performance. More
details on this topic can be found in [2, 6, 76].

4.1.5. Signal Buffer. The last block in the FE chain is the
signal buffer. Here the bits output by the ADC are grouped
into frames, to be completed with the necessary bits that
satisfy the USB protocol (including a packet identifier (PID)
and a cyclic redundancy check (CRC)). This message is then
transmitted to the PC, as shown in Figure 8.

The signal buffer is detailed in Figure 14. The picture
shows a data buffer (or equivalently, a stack of memory),
placed right after the ADC, that is used to temporarily hold
data while they are being moved from the front-end to the
PC. First in first out (FIFO) is the rule used for the data
transfer.
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) c 3
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FIGURE 13: Analog versus quantized receiver BER.

The input rate, R;, is imposed by the ADC (e.g., with a
sampling frequency of 5.5 MHz and a 2-bit quantizer, R; =
11 Mbit/s), and the consequent output rate, R,, must be
larger than R; to avoid buffer filling. If this occurs, a data loss
event may happen.

The maximum output rate depends on the communica-
tion between the FE and the PC. In this kind of applications,
the USB (universal serial bus) has become the standard
connection method. Indeed, the USB 2.0 maximum rate is
about 480 Mbit/s, that is more than enough to avoid the
signal buffer filling and the subsequent data loss.

At the PC side, the communication is managed by the
driver (see also Section 3.3.1) that receives data and packs
them in arrays which are processed by the signal processing
stage, as illustrated in the next sections.

The hardware stage ends here, so the next stages are
fully developed in software, using high-level languages such
as C/C++, MATLAB, Scilab. It is worth emphasizing that
real-time software receivers require accurate design of the
signal processing stages to cope with real-time constraints
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[24, 54, 60]. More in detail, particularly critical are the
acquisition engine, the local code generation, and the
tracking loop architecture. The next subsection will provide
more details on this issue.

4.2. Software-Based Signal Processing Stages. The perfect
synchronization between the incoming positioning signal
(in a CDMA format) and the local reference waves is a
necessary requirement to correctly process GNSS signals. The
despreading operation can be effectively performed only by
ensuring the correct alignment of the received signal with the
local replica of the PRN code (for time synchronization) and
with the local carrier (for frequency synchronization). This
is achieved in two steps [5, 6, 32, 33].

(a) First, the acquisition stage gets a preliminary coarse
estimation of code timing and carrier frequency
offset.

(b) Then, the tracking stage exploits this rough result to
refine the synchronization and track the signal.

4.2.1. Acquisition Stage. The acquisition stage is the first
step to get a preliminary coarse synchronization, in both
frequency and time domains, that will be used in the sub-
sequent tracking stage. CDMA signal detection is generally
accomplished carrying out a two-dimensional search in
time and frequency domain. Specifically, the time search
is needed to synchronize the received PRN code with its
local replica and consequently to despread the input signal.
This step provides the necessary code gain to improve the
signal SNR (for navigation data processing) by estimating
the so-called code timing (or, equivalently, the code phase).
Nevertheless, this time-alignment is not enough to correctly
process a spreading signal, as motivated in the following.
A despreading operation is basically a long correlation
performed in the baseband domain between the received
signal and a local replica of its PN code. Thus, remembering
that the FE provides a digital signal at IF, the baseband
downconverter becomes the first module to be run before
the correlator. The BB signal is obtained by multiplying the
received IF signal with a couple of local waves that are IF-
synchronized. So, the result is a BB-replica of the input signal
plus some high-frequency components which are filtered
out. Of course, the consequence of any frequency misalign-
ment produces a frequency offset in the output signal, which
could cause a catastrophic power loss during despreading

operation. Therefore, it is mandatory to accurately estimate
any frequency deviation from the nominal IF value.

The main sources of frequency deviations are the
Doppler shift, caused by the relative movement between
GNSS satellites and user receiver, and possible frequency
drifts, due to low-precision FE clocks. The latter is typically
a small residual component that can be easily tracked using
an FLL or a 2nd-order PLL during the tracking stage.
Conversely, in the worst case, for example, in the case of the
GPS receiver onboard an aircraft [6], the unknown Doppler
shift can range from —10kHz to 10kHz, thus producing
significant carrier frequency deviations. Therefore, this large
interval cannot be covered by the limited dynamic of an
FLL/PLL module. Hence, it needs to be firstly recovered
performing an exhaustive search in the frequency domain
[5, 6, 19]. The residual offset will be compensated by an
FLL/PLL in the tracking stage.

Let us assume acquiring a GPS L; signal. In this case, the
Doppler effect shifts the nominal carrier frequency (fi:
1575.42 MHz) by fp with fp € [-10,10] kHz. This means
that the RF becomes fy = fi1 + fp and, consequently, IF
becomes fi = fir + fp. Thus, the BB downconverter (that
is IF-synchronized) translates the input signal from f; to
near-BB, and the carrier frequency offset that remains to be
assessed (called carrier Doppler shift) is Af = fi — fir = fp,
with Af € [-10, 10] kHz. Hence, the acquisition stage must
provide a rough estimation of the carrier frequency offset A f
together with the code timing to process the incoming signal.
The estimated figures during this phase are then used in the
tracking stage to lock and track the signal.

The simplest algorithm used to acquire a spread-
spectrum signal (such as a GNSS signal) is the simple serial
search [32, 33, 80-82]. This technique performs an exhaustive
search (also defined brute search) in the frequency and time
domain till the incoming signal is detected. This happens
when a prefixed threshold A is crossed, otherwise a new
frequency offset and/or a new code phase is tested.

A basic scheme for the simple serial algorithm is given in
Figure 15, where the main modules are (i) the BB downcon-
verter, that performs IF-to-BB conversion, (ii) the correlation
module that despreads the input signal, (iii) a squarer that
removes the carrier phase dependence, (iv) a decision unit
that checks the signal detection using the threshold A, and
(v) a logic unit that shifts the local code and/or changes the
tentative frequency in case of no acquisition.

For the sake of a better understanding of this algorithm,
let us provide more details on the acquisition of a GPS
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FiGgure 15: Simple serial search architectural scheme.

L, signal. As illustrated in Section 4.1 (neglecting the
quantization and the USB link), the incoming signal at the
end of the FE chain becomes

Sk = S(k . TS) = m{Sh(k . TS) . ej[zﬂ(ﬁF+fD)kTs+¢]}) (6)

where fip is the IE, Ty = 1/f; is the sampling time in
compliance with the band-pass sampling theorem [79], fp
is the Doppler shift, ¢ is the carrier phase, and s,(t) =
i(t) + j - q(t) is the L, signal in the BB domain. More in
detail, i(t) = p(t) - d(t) is the in-phase signal composed of
the P code, p(t), and the GPS data sequence, d(t), whereas
q(t) = V2 - c(t) - d(t) is the in-quadrature signal, composed
of the C/A code, c(t), with the correspondent GPS data
sequence (see also [7]). For the sake of simplicity, some
additional contributes (such as, thermal noise, multipath,
and interferences) have been neglected in (6).

Looking at the acquisition scheme (Figure 15), the first
operation is the IF-to-BB downconversion that outputs the
in-phase I and quadrature Qi components as follows:

Ik =sg-2-cos[2m- (fie+ fi) - k- Ts + 6],
Qk=sk-2-sin[2m - (fir+ fi) - k- Ts + 0],

where f; is a tentative estimate of the Doppler shift and 0 is
the initial phase. After some manipulations, (7) becomes

(7)

wi = Te+j - Qo= (i +j - qp) e TTETT) 1y (8)

where i = i(kT;), qx = q(kTs), fa = fo — fis ¢a = ¢ — 0,
and hy represents the high-frequency components (at 2 fir)
produced by the downconversion operation.

Now, despreading is done by correlating wi with the
C/A PRN sequence ¢, (GPS P code is encrypted for military
application). Thus, we get

M+k—1
n(8) = 4 gk Wi+ Cpvo. (9)
Since the despreading process with the local C/A code cancels
the contributes of P code and the averaging operation filters
the high-frequency components, (9) becomes

e,]‘q)A M+k-1 .
(0 ~ j = D Gn curo e T (10)
n=k

Assuming that no data transition occurs during the M T
samples and that f, T; < 1/(2wM), then r(8) can be written
as

1(8) ~ jv/2 - e TF kT 90 L gy L (8), (11)
where di = d(kT;) and
ye(8) £ iMflcn CCns (12)
M o

is the normalized correlation function of the C/A PRN
sequence [6, 10, 32].

The two previous assumptions are satisfied if the follow-
ing conditions are verified:

(a) the correlation period T £ MT, is much lower
than the data duration T to reduce the event of data
transition;

(b) the condition faT; < 1/(2nM) is satisfied when
the tentative Doppler frequency f; is a good approx-
imation of the actual Doppler shift (f; ~ fp) in
accordance with correlation period length.

The power loss (PL) due to an eventual residual frequency
in the correlation module can be evaluated as

sin(m - fa - Tr)

2
T | @

PL = —10log,, (13)

Going through the acquisition chain shown in Figure 15,
the correlation module is followed by a squarer, which deletes
any carrier phase contribute. The output of the squarer
is then compared with a threshold A, to detect whether a
rough alignment with the local replica of the C/A code is
achieved or not. If A is crossed, a coarse synchronization
occurs and a verification stage is typically run to check the
signal detection, otherwise a new acquisition is tried. The
latter case can be caused either by a large code misalignment
(larger than the chip time) or by a catastrophic degradation
of the signal power due to a bad estimation of the Doppler
shift. Thus, the next acquisition is done by either shifting the
local code phase or updating the tentative frequency.
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The threshold A should be selected to maximize the
detection probability and to minimize the acquisition time
and the false alarm probability. In such sense, optimal values
can be also derived by simulations. We can also use an
adaptive threshold instead of a fixed one [83—85]. In this case,
we need a coarse estimation of the SNR to select a specific
value of A.

In the discussion above, we intentionally neglected multi-
path distortions, interferences, and thermal noise, effects that
must be considered in the design of a practical acquisition
algorithm. These effects induce a degradation of the C/Nj
ratio, which increases the occurrence of false alarm and
missed detection events. In the case of the GPS L; signal,
the typical range for C/Ny is 35 + 55dBuz [57]. Hence,
when C/Ny < 35dBpny, the detection of positioning signals
becomes critical. More details on the detection of CDMA
signals can be also found in [6, 32, 33, 80-86].

In the following, we show a sample implementation of
the acquisition stage in a GPS/SBAS software receiver (more
examples can be found in [10, 19, 46, 48, 51-53]). The
relevant architectural scheme is reported in Figure 16. This
block diagram (like that depicted in Figure 15) shows an
FE using 1-bit digitized data followed by a digital IF-to-BB
downconverter.

From (6), the single sample can be written as

sielk] = ulsg +ni], (14)

where ni is the noise sample (generally modeled as a
Gaussian process) and u[-] is the step function (u[x] = 1 if
x > 0and u[x] = 0if x < 0). Thus, the downconversion (7)
can be implemented as

I = S]F[k] ® M[COS(ZTIfIF k- TS)],
(15)

Qx = siplk] ® ulsin(2rfir - k - Ts) ],

where @ is the XOR operator, 8 = 0, and X is the
NOT operation on the logical variable x. This formulation
minimizes the processing of the PC, since every Boolean
operation on 32- or 64-bit (according to the PC architecture)
words is done within exactly one clock tick. Therefore, 32 or
64 samples (32/64 bits) grouped in 32- or 64-bit words can be
downconverted during two clock ticks (due to the XOR and
NOT operations). Additionally, instead of computing every
sample of u[cos(27 fir - k - Ts)], it is preferable to implement
a look-up table containing one period of u[cos(27 fir - k -
Ts)] that is also representative of the sine component. This
approach does efficiently reduce the computation of local
waves, saving both time and memory.

Going back to Figure 16, the next module (called
correlation module) splits the incoming signal on three par-
allel branches, labeled early, prompt, and late. Each branch
correlates the input signal with a shifted local replica of the
received spreading code. More specifically, the correlation is
done with three different shifts of the local code that are in
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advance (early branch) and in late (late branch) with respect
to the prompt code phase. In this way, three different code
phases can be tested in a parallel way. (A single-processor
PC can simulate the parallel architecture of a GNSS receiver
by sequentially performing a large part of the processing.)
Furthermore, the complex wave exp{j27 f;ikT} is used to
compensate for the Doppler shift. This technique is generally
termed hybrid search (see also [32, 86]).

The key points of the software implementation are listed
below.

(a) The local code is digitized using 1 bit and then stored
into a preloaded look-up table. Three pointers are
used to indicate early (E), prompt (P), and late (L)
code phases. This technique allows any code shift to
be translated into an equivalent pointer shift.

(b) The correlation is carried out on words of 32 (or 64)
bits. More specifically, the multiplication is imple-
mented by combining XOR and NOT operations as
in (15), whereas the sum is equal to the difference
N; — Ny between the number of bits that are 1
(represented by N ) and the number of bits that are 0
(indicated by Ny). The final result is a reduction of
the input sampling rate from R; to R, = Ry/32 in
case of 32-bit processor (or R,/64 in case of 64-bit
processor). To further minimize the processing time,
the operation N; — Ny (done on words of 32 or 64
bits) can be computed during the initialization of the
software receiver and permanently stored in a look-
up table.

(c) The correlation output is multiplied by the complex
wave exp{j2m fikT}, where T = 32/R; and f; denotes
the tested frequency sample, and the result is grouped
into an array of W samples to be averaged. This step
allows the input noise to be attenuated, also reducing
the processing rate.

Note that, at the output of the first correlators of
the correlation module (before the multiplication with
expij2n fikT}), the maximum power loss due to unresolved
Doppler shift can be evaluated using (13). For instance,
focusing on a GPS signal, the worst Doppler shift is | fp| =
10kHz [6]. The period of correlation is T = T = Npi/Rs,
where Npic = 32 or 64 bits, and the sampling frequency R;
can be extracted from Table 4. Using R, = 5.5 MHz, the loss
is

0.05dB  if Ny = 32,
PL ~ (16)
0.19dB  if Ny = 64.

The PL is low, and it can be neglected in the case of a static
receiver, for which | fp| < 5kHz [6].

Concerning Step (c), the value of W should be chosen
large enough to minimize the noise contribute. Nevertheless,
we should also consider the frequency step used to estimate
the Doppler shift, because large values of W can cause
strong degradations of C/Ny, due to the presence of a
possible residual frequency offset. Again, (13) can be used
to evaluate its impact in terms of PL (e.g., let us assume
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FIGURE 16: Acquisition stage channel of a software receiver.

Npic = 32, W = 100 and a frequency step of 1kHz, the
residual is foA < 500Hz and PL < 1.24dB, while with a
frequency step of 500 Hz, the residual is fo < 250Hz and
PL < 0.30dB).

The next modules square the incoming samples, to
eliminate the dependence on carrier phase, and average over
M samples to filter spurious peaks due to residual noise.
The outcome is then compared to a threshold to detect
the signal. The acquisition is achieved when the local code
replica is roughly aligned with the incoming spreading code
and the frequency estimation well approximates the Doppler
shift.

An example of the acquisition of a real GPS signal is
described below using a GPS/SBAS software receiver [52, 53],
that makes use of the approach illustrated above. A static
scenario is assumed so that the Doppler shift belongs to
the interval [—5, 5] kHz. The GPS PRN-09 signal is detected
and the result is plotted in Figure 17. The 3D plot contains
the acquisition function as a function of the code timing
(sampled at f; = 5.5 MHz) and of the frequency offset. The
frequency step is 1 kHz and the code phase step is 1 chip.
The maximum peak is achieved at a code shift of about
2500/ f;(max code phase offset < 1/2 chip) and roughly at
fo = 1000Hz (max frequency residual < 500Hz). This
rough synchronization can be refined during the tracking
stage, as shown in the next section.

To sum up, the algorithm described above is a simple
and basic approach to effectively acquire GNSS signals.
Nevertheless, it results to be a very time-consuming tech-
nique, because it carries out exhaustive searches in time
and frequency domain. Therefore, faster algorithms based on
Fourier transform are typically used [5, 10, 19, 34, 87]. Like
the conventional serial search methods, these acquisition
algorithms are based on correlating the incoming signal with
a local replica of the received spreading code. However, this
is performed in the frequency domain instead of in the
time domain. This implies a parallel computation of the
correlation function that sensibly reduces the acquisition
time, since it eliminates the code phase search, as shown in
the remaining part of this section.

In the discrete time domain, the circular cross-
correlation definition of two functions, x, and y,, is

M+k—1

Tk(6) = M Z Xn * Yn+s- (17)
n=k

If the discrete Fourier transform (DFT) F {-} is performed on
11(9), and neglecting the normalization factor, we get

Re(8) = Fir(8)}

M-1
= Z 1 (8) e~ 12meoM
5=0
M—-1[ M+k—-1
=SS K s [ 2™
=0 n=k
(18)
M+k-1 M-1
= Z x,{ Z Vn +5ej2ﬂ€(n+8)/M} gtizmen/M
n=k =0
M+k—1
=Y() - Z xne+j27r€n/M
n=k
=Y(6) - X*(¢),

where Y(¢) = F{y.}, X*(€) is the complex conjugate
of X(¢) = F{x,}, and x, is a real function. Thus, the
correlation becomes

M-1
(0) = F RO} = 2 X Ri6) - M, (19)
£=0

where F ~!{-} is the inverse Fourier transform operation.

To apply this result in the acquisition of a GPS signal, it is
sufficient to slightly modify (9) and to include the frequency
estimation. Thus, (9) becomes

M+k—1
1 .
(®) = 3r > war I (20)
n=k
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FiGure 17: Time/frequency acquisition of a GPS signal.

where w,, is the near-baseband incoming complex signal, ¢,
is the local replica of the received spreading sequence, and
expij2n fi(n + §)Ts} is a complex wave that attempts the
Doppler compensation with the tentative frequency f;. Thus,
from (17), we obtain

(1) Ynro = Cuss - explj2mfi(n+8)Ts},
(11) Xn = Wny,

and, consequently, we can apply (18) and (19) to parallelize
the computation of the correlation function.

The DFT-based acquisition scheme is shown in Figure 18.
This picture contains a block diagram of the parallel code
phase search algorithm [10, 19] and the algorithm is briefly
summarized as follows:

(a) a chunk with length 1 ms of the incoming digital sig-
nal s, is downconverted near-baseband (the output is
Wn),

(b) this sequence is Fourier-transformed and complex-
conjugated (the output is X* (¢)),

(c) the PRN code ¢4 (offline generated) is multiplied by
the complex wave exp{j2m fi(n + )T},

(d) the result is a complex input sequence, to be Fourier-
transformed (the outputis Y (¢)),

(e) the two sequences are multiplied to compute the
correlation in the frequency domain (Rg(€) = X*(£)-
Y (),

(f) the correlation Ry(€) is transformed in the time
domain (the output is 7¢(6)),

(g) the maximum of the correlation amplitude,
max[|re(8)[%], is compared to the threshold A,

(h) if the threshold is crossed, the acquisition ends and
the code phase is identified by the index § and the
Doppler estimation is f;,

(i) otherwise, a new f; is selected and the algorithm
restarts from Step (a).
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A buffer of 1ms of signal has been selected because it
corresponds to one complete period of the GPS C/A code,
so it is a good trade-off between the acquisition performance
and computational complexity. (A signal buffer length less
than 1 ms involves a correlation with an incomplete code,
whereas a length higher than 1 ms increases the computa-
tional complexity.)

To give an idea of the difference between the DFT
acquisition algorithm and the serial search in terms of acqui-
sition time, it is sufficient to compare the total number of
possible acquisition tentatives. This number corresponds to
the total number of combinations code phase ¢, and Doppler
frequency f;. Let us assume a frequency step of 1kHz (so,
to compensate a Doppler from —10kHz to 10kHz, 21
frequency bins are needed) and 1023 different code phases:

(i) in case of serial search the number of combinations is
1023 - 21 = 21483,

(ii) in case of DFT, all code phases are computed in
parallel, so the number of combinations is equal to
the number of frequency bins, that is 21.

This basic observation shows that the serial search can be
very longer with respect to the DFT acquisition technique.

The reduction of the acquisition time is paid in terms
of computational complexity. Indeed, the complexity of
the parallel code phase search is clearly higher than the
conventional serial search acquisition, because, for each
acquisition tentative, it requires the computation of one DFT
and one DFT™! (the DFT of the local code can be done
once off-line) and, consequently, more sum and product
operations than a single correlation in the time domain. It is
thus apparent that the computational efficiency of the DFT
acquisition algorithm depends on the implementation of the
DFT transformations. Thus, efficient algorithms, called FFTs
(fast Fourier transforms), are commonly used to calculate
the DFT and its inverse, [88]. Indeed, the DFT complexity
is of order @(M?), whereas the FFT complexity is O(M -
log,(M)) [88]. Thus, the gain in terms of reduction of the
computational complexity increases as M increases.

The most common FFT is the Cooley-Tukey algorithm,
but some different variants of this algorithm exist. All these
methods are based on the same approach that subdivides
the initial Fourier transform in a sequence of length M of
Fourier transforms which have a smaller and smaller dimen-
sion. Therefore, they require input buffers that are integer
multiples of 2 : M = 2P, where p is an integer. More details
on the implementation of FFT algorithms are given in [88].

To conclude, we cite the results reported by [10].
Referring to a (MATLAB implemented) software receiver
run on a Pentium 4 2.8 GHz, it is shown that the serial
search is about 87 times slower than the FFT acquisition
algorithm, but, of course, this last technique bears a higher
computational complexity.

4.2.2. Tracking Stage. Though mandatory for the detec-
tion and locking of incoming GNSS signals, the rough
synchronization achieved by the acquisition stage is not
sufficient to directly track the incoming signals and to allow
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data processing during the navigation stage. Therefore, the
tracking stage, which follows the acquisition, must perform
the two important tasks listed below [5, 6, 19, 32, 33].

(a) Refine the synchronization provided by the acquisi-
tion stage, up to a fine lock of the received signal.

(b) Maintain the locking of the signal by tracking changes
of its code delay and carrier frequency/phase. It is
then possible to exploit the entire code gain (by code
despreading) to detect and decode the navigation
data.

An example of the tracking stage implementation in a
real-time software receiver is given in Figure 19 (see also
[10, 19]). More in detail, the first part of this architecture
replicates the same design of the acquisition stage. The
chain, made up of the BB downconverter followed by the
correlation module, is composed of a threefold stream of
samples, named “early” (E; = Ig; + j - Qg;), “prompt”
(P; = Ip; +j . Qp,i), and “late” (L; = Ip +j . QL,i)- Early
and late samples are used in a timing loop to estimate the

received code delay and, finally, to lock the received PRN
code. Prompt samples feed frequency and phase loops to
finely estimate carrier frequency and phase and to track their
changes. This latter stream is also used to detect the GNSS
data frames and to decode them for the next navigation stage.

The algorithms used to recover and track the synchro-
nisms of a GNSS signal are listed below:

(i) a DLL refines the code phase estimation, thus
allowing the received PRN sequence to be locked and
tracked;

(ii) a FLL is used to lock and track the carrier frequency;

(iii) a PLL is used to lock and track the carrier phase.

There exists a large bibliography for these techniques and
their theoretical aspects (e.g., [5, 6, 19, 29, 30, 32-34, 89—
92]). This section proposes a practical approach, focusing on
implementation aspects. The interested reader is referred to
the bibliography for the theoretical details.

All the aforementioned units have a similar structure
which is displayed in Figure 20. Specifically, an initial error
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discriminator (or error detector (ED)) evaluates the offset
between the input parameter, to be assessed (e.g., code phase,
carrier frequency, etc.), and its estimation. Then, this error
feeds the internal loop filter which updates the estimation of
the input figure, and, finally, the evaluated parameter is used
by an NCO (numerically controlled oscillator) or a look-up
table to generate a local wave synchronized with the received
input reference.

It is important to remark that the error, detected by
discriminator, must belong to a specific locking range
(which typically depends on the kind of discriminator)
to allow the lock of the desired input parameter. This
is why the acquisition stage should be designed with a
synchronization accuracy compatible with the locking range
of DLL and FLL discriminators (i.e., the maximum error
that can be recovered). For instance, in case of the DLL,
the code misalignment cannot be larger than one chip, or,
equivalently, the expected code phase offset should belong to
the locking range [T, +T.], where T, is the chip time [29].

Regarding the DLL, a very common noncoherent dis-
criminator is the early-minus-late power [6, 10, 19, 58]
reported below:

e = |EI* - |Lil%, (21)

where the code phase offset, ¢;, is the difference of the square
modulus of early (E;) and late (L;) samples. A block scheme
of the DLL discriminator is given in Figure 21. This approach
has the advantage to guarantee a timing error that is not
sensitive to the data and the carrier phase but just depends
on the alignment between the received PRN code and its local
replica. Then, the assessed timing error feeds the first-order
recursive filter 7,1 = 7; — y - ¢; to update the code phase
estimation, 7;. The y-factor is called step-size, and its value
should be a trade-off between the rapid convergence of the
algorithm and its accuracy. Finally, the estimated code delay
is exploited by a code shifter to synchronize the local code
phase with that of the incoming sequence.
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An example of tracking of a real GPS signal is given in
Figure 22. The picture shows the PRN-30 code tracked by the
software receiver illustrated in [53] (using the tracking stage
scheme reported in Figure 19).

To evaluate the DLL locking range, it is sufficient to
run an open-loop simulation that evaluates the discriminator
response at each alignment between the received PRN
sequence and its local replica. The outcome is the S-curve
displayed in Figure 23 ([6, 29]). The picture shows six S-
curves at different C/N, ratios, and, as expected, the locking
range is about one chip in advance and late. This means that,
if |e;| > T¢, the incoming PRN code cannot be locked.

The design of a first-order FLL is very similar to that
of a DLL, but it exploits the rough frequency estimation
output by the acquisition stage to track the carrier frequency.
Thus, the discriminator (frequency error detector (FED)) used
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to detect the frequency offset in the simple case of a BPSK
modulation (as GPS signals) is

e; = J{Pf - Pi1}, (22)

where P; is a prompt sample. Of course, the frequency offset
feeds the recursive filter v;;; = v;+y - e; to update the assessed
carrier frequency, ; (y is the step-size). Then, the NCO, fed
by v;, generates a wave synchronized with the received carrier
frequency. Figure 24 displays an example of tracking for the
PRN-30 carrier frequency.

As shown in the DLL, the FED S-curve can be obtained
evaluating e; at different frequency alignments [29]. An
example is given in Figure 25 that shows the capability to lock
frequency offsets larger than 500 Hz, which is in compliance
with maximum frequency error output by the discussed
acquisition scheme.

Analogous approaches can be considered for the design
of a PLL. The error detector (or phase error detector (PED))
in case of a BPSK signal is

e; = J{P; - sgn[P}]}. (23)
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The error ¢; feeds the second-order recursive filter reported
below:

pi=pioity- (1+p)-ei—y-ei,
(24)
Oir1 = 0; + ui,

where both the parameters p and y are related to the loop
noise bandwidth and to the damping factor (more details are
in [29]). The output is the estimation of the carrier phase, 6;.

The use of a second-order filter has the advantage to
support the tracking of the carrier frequency jointly with the
phase.

An example of phase tracking is reported in Figure 26.
The picture shows the phase error jitters around 0 degrees
with peaks of £6 degrees. The S-curve is given in Figure 27.

When the tracking steady state is achieved, and after the
received data are processed by the Viterbi algorithm for error
correction (this is the case of Galileo and SBAS data that
are encoded by convolutional codes [11, 15]), the message
frame is detected and pseudoranges are computed. Then,
navigation algorithms are run to calculate user positions.

4.3. Navigation Stage. The tracking stage is followed by the
navigation stage, which is in charge of running ad hoc
algorithms to calculate the user position. This implies the
evaluation of four unknown parameters, namely, the three
components of the receiver position r, and the clock bias
b, by solving a system of (at least) four equations (one for
every tracked satellite). The generic equation relevant to the
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ith satellite (i = 1,2,..., N;, with Ns > 4) can be expressed as
[5, 70]

pi=llri—rull+c-b+eg, (25)

where p; = ¢(Tyx — Tix) is the pseudorange or, in other words,
the coarse distance between the ith satellite and the receiver
(the reason for the use of the symbol ~ will be clarified
in the following), (Tyx — Ty) is the difference between the
signal reception and the transmission time, r; is the satellite
position, b is the clock bias, and ¢; is an additive error, whose
origin shall be detailed hereafter.

The system (25) can be solved by linearizing the equa-
tions with a Taylor expansion around an initial approximate
estimate of the user position and by using an iterative tech-
nique. In general, the number of equations can be larger than
four (as, usually, more than four satellites can be locked),
and therefore a least-square solution of the corrections to the
initial estimates shall be calculated as illustrated in [5, 19].

Following this approach, the required inputs to compute
the user position are the following:

(a) the ephemerides are sets of parameters broadcast
by the satellite to all the enabled receivers, to let
them compute the satellite position according to the
Keplerian laws [5, 6];

(b) the pseudorange, indicated in (25) as p;, is the raw
measure of the distance from a satellite to the receiver
(whereas the true satellite-receiver distance is instead
denoted as the range), which is affected by many error
sources &, such as satellite clock instability, receiver
noise, multipath, atmospheric delays, and ephemeris
mismodelling, that severely degrade its precision [5,
6,70];

(c) the pseudorange corrections (typically broadcast by the
satellite itself or by an additional augmented system,
such as SBAS and LAAS) are used to compensate the
measurement errors, yielding finer pseudoranges to
calculate a more precise user position [5, 6].

Ephemerides and pseudorange corrections, together with
other essential data (e.g., transmission time, almanacs,
satellite health, etc.), are included in the satellite navigation
message broadcast by each satellite. These messages are
structured in subframes of binary data, each one made
of a preamble, a subframe ID, a data field, and a parity
check field (for more details, see the GPS interface control
document, (ICD) [7]). This kind of arrangement allows
a simple search and a reliable detection of the received
navigation subframe, by using very standard algorithms.
Details on the implementation of these algorithms and on
the data decoding are strictly related to the design of the
desired navigation message and, therefore, are reported in
the related ICDs (see [7] for GPS, [11] for Galileo, [15] for
SBAS, and [8] for GLONASS).

The approach used to compute pseudoranges turns out
to be quite elaborate. Actually, from a purely theoretical point
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of view, assuming a free-space transmission, the pseudorange
is simply the product of the speed of light by the difference
between the reception time T, and the transmission time
Ttx (which is derived from the received message). In the case
of an SDR receiver, there is no absolute time reference to
evaluate the reception time, and the sampling frequency is
the only reference. Thus, the approach to be pursued consists
in evaluating, through a time measurement, a “relative
pseudorange” which is the distance between two reference
points. Let us consider the case of a GPS signal. At the
receiver side, we are interested in identifying the beginning
of the frame of the message, assumed to be the reference
instant and tagged as “subframe 1.” Apart from the satellite
clock bias, such beginning point is actually transmitted by
all the satellites simultaneously, since there exists a control
segment that keeps the satellite transmitters aligned. Anyway,
the subframe 1 is received at different instants for each
satellite, due to the different distance between the transmitter
and the receiver. Thus, by measuring the time difference
between a couple of received signals, the receiver can obtain
the distance difference from the two relevant satellites. A
pictorial representation of this approach is given in Figure 28,
where A;j, A,, and A,, are the relative pseudoranges of PRN-
j» PRN-n, and PRN-m with respect to PRN-i. Note that
the maximum time distance between any couple of GPS
satellites is less than 19 ms [19], as follows from constellation
and orbital parameters. This is much shorter than a GPS
subframe period, equal to 30s [6, 7, 19]. Hence, setting a time
window of 20 ms at the receiver allows those simultaneously
transmitted subframes 1 to be discriminated.

A relative pseudorange is computed by measuring the
time to detect the reference point (e.g., the beginning of the
subframe 1) from the input digitized data. To this aim, an
SDR receiver must consider the following three contributes
[19]:

(a) the initial code phase,
(b) the beginning of the first navigation data,
(c) the beginning of the reference subframe 1.

Thus, still adhering to the example of a GPS receiver,
an ideal scheme of the proposed technique is sketched in
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Figure 29, where P, is the duration (period) of a PRN-code
and T, is the data duration. The reference point is marked
by a step. Thus, referring to the PRN-i ranging signal, at the
end of the acquisition, the tracking stage finely synchronizes
the local code with the received one and, at the same time,
provides the initial code phase 7;. After N; code periods,
the beginning of the first data field is obtained, and, finally,
after M data intervals, the beginning of subframe 1 is found
(checking some control parameters). The same method is
used to calculate the time to get the reference point of all
other locked signals, and the differences with respect to the
PRN-i yield the relative pseudoranges. This approach can
also produce negative pseudoranges, so that any constant
selected from 67 to 86 ms (which is the range of the time
delay of a GPS satellite to the receiver) is further added, in
order to make all pseudoranges positive.

The initial pseudorange can be computed by using the
raw synchronization provided by the acquisition stage which
measures the code phase to the sample resolution [10, 19].
This means that, for example, when f; 5.5MHz, the
accuracy is about ¢/f; = 54.5m, whereas the accuracy
becomes 7.5 m when f; = 40 MHz. Of course, it is desirable
to improve the initial code phase accuracy, because it has
a direct effect on the final position accuracy. This result
is achieved during the tracking stage, because the initial
rough estimation of the code phase is refined by the DLL
unit. Indeed, the outputs of the correlation module (early
and late) are used by the DLL to accurately determine the
code phase residual of the incoming signal and to better
synchronize the local replica. Consequently, the refined
estimation of the code phase can be also used to improve
the pseudorange accuracy, and the remaining measurement
noise can be significantly reduced by averaging (e.g., see
Figure 21).

Coming back to the navigation stage, the overall scheme
is given in Figure 30, which depicts one channel for every
tracked satellite. Each raw pseudorange is preliminarily
refined by compensating both the iono- and the tropodelays,
the satellite clock bias, the relativistic effects, and the group
delay. Then, each corrected pseudorange is ready to be used
to compute the user position by solving the N;-equation
system. An example of a position error plot measured by
a GPS/EGNOS software receiver is shown in Figure 31
[53].

Further details can be found in the huge bibliography
addressing navigation algorithms from the subframe detec-
tion to the user position computation (e.g., [5, 6, 10, 19]).

Position accuracy is traditionally measured by multiply-
ing the standard deviation of the pseudorange error o, by
a factor that is a function of the satellite geometry PDOP
(position dilution of precision), yielding the RMS value of the
position error erms as [5, 6, 70]

ERMS = Op * PDOP. (26)

High PDOPs indicate poor satellite geometry that implies
low position accuracy. The PDOP evaluation algorithm is
well illustrated in [5, 6, 70].

5. Conclusions

In the evolution process of communication systems, the high
configurability and flexibility, together with the simplicity to
update/upgrade, are determining the success of the emerging
SDR technology. An evident example is given by the evo-
lution of the GNSS scenario, in which new satellite systems
and innovative techniquesshould coexist and cooperate with
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the preexisting systems. In this context, traditional hardware
receivers are characterized by clear limitations in terms of
configurability, flexibility, and capacity to be upgraded. The
SDR paradigm, supported by the increasing computational
power of new processors, seems to be the right answer to
these limitations.

This tutorial gives an overlook to the SDR world through
the window opened by the GNSS evolution. To this aim,
the overall architecture of a basic software GNSS receiver is
illustrated in all its aspects. The proposed analysis illustrates
the following key issues of the SDR technology:

(i) implementation solutions (SW-controlled HW,
hybrid HW/SW, and fully SW architectures),

(ii) operation flow of a GNSS receiver,

(iii) software architecture (multilayer structure with the
managing, MMI, and operating layers),

(iv) front-end architecture and sampling frequency selec-
tion,

(v) signal processing and navigation algorithms.

The final result is a simple methodology to design and
implement a low-cost GNSS SDR receiver.

Future directions of research will focus on designing
high-performance GNSS SDR receivers for specific applica-
tions, such as monitoring of positioning signals in a local
area, safety of life applications, or aircraft navigation. The
reason lies in the huge versatility of the SDR paradigm, which
makes this technology very attractive for a large field of
commercial applications.
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List of Acronyms

ADC: Analog-to-digital converter

AGC: Automatic gain control

AItBOC:  Alternative BOC

ASIC: Application-specific integrated circuit

AWGN:  Additive white Gaussian noise

BB: Baseband

BER: Bit error rate

BOC: Binary offset carrier

BM: Base model

CBOC: Composite BOC

CDMA:  Code division multiple access

CEP: Circular error probability

COTS: Commodity off-the-shelf

CNR: Code-to-noise ratio

CPU: Central processing unit

D/F/PLL:  Delay/frequency/Phase-locked loop

DGPS: Differential GPS

DSP: Digital signal processor

E.g.: Exempli gratia

EGNOS:  European Geostationary Navigation Overlay
System

FDMA: Frequency division multiple access

FPGA: Field programmable gate array

FE: Front-end

F/PED: Frequency/phase error detector

FFT: Fast Fourier transform

GBAS: Ground-based augmentation system

GEO: Geostationary earth orbit

GIS: Geographic information system

GLONASS: Global Navigation Satellite System

GNSS: Global Navigation Satellite Systems

GPS: Global Positioning System

GSO: Geosynchronous orbit satellite

HW: Hardware

ICD: Interface control document

IF: Intermediate frequency

LAAS: Local Area Augmentation System

LNA: Low-noise amplifier

L/RHCP:  Left/right hand circularly polarized

MBOC:  Multiplexed BOC

MEO: Medium Earth Orbit

ML: Managing layer

MMI: Man-machine interface

MSAS: Multi-Functional Satellite Augmentation
System

N-GSO:  Nongeosynchronous orbit satellite

NRZ: Non-return-to-zero

OL: Operating layer

PC: Personal computer

PDOP: Position dilution of precision

PL: Power loss

PRN: Pseudorandom noise

RE: Radio frequency

RMS: Root mean square

SA: Selective availability

SBAS: Satellite-based augmentation system

SDR:

Software-defined radio
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SIS: Signals in space

SNR:  Signal-to-noise ratio

SoL:  Safety of life

SR: Software radio

Sv: Space vehicle

SW: Software

TDMA: Time division multiple access
USB:  Universal serial bus

WAAS: Wide area augmentation system.
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