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Abstract

This paper proposes a new methodology for discrimination of different pronunciations in the Shtokavian dialect of the Serbian
language. At the first, the written language (Unicode text) is converted into codes according to the energy status of each character
in the text-line. Such a set of codes is seen as a grayscale image. Then, the local structures of the image are explored by local
binary operators. It creates a vector set which differentiates various pronunciations of the Serbian language. The experiment is
performed on fifty documents given in Serbian language. A comparison performed between the proposed method and the n-gram
method shows its clear advantage.
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1. Introduction

Serbian language is a Slavic (Indo-European) language, which belongs to the South Slavic subgroup. It is the stan-
dardized variety of the Serbo-Croatian language mainly used by Serbs in Bosnia, Croatia, and Montenegro. However,
each of the Serbo-Croatian language variations is called according to the state or nation which somebody belongs to.
In spite of differences, the speakers of Serbo-Croatian variations mutually understand each others. Serbian language is
an official language in Serbia and one of the three official languages in Bosnia and Herzegovina. Also, it is recognized
as a minority language in Montenegro, Croatia, Macedonia, Romania, Hungary, Slovakia and Czech Republic. It is
worth noting that some linguists treat Montenegrin as a subpart of the Serbian language. The Serbian language is
based on the most widespread dialect called Shtokavian (based on Šumadija-Vojvodina and Eastern Herzegovinian
dialects). Furthermore, it is the basis of the Croatian, Bosnian, and Montenegrin languages.

The modern Serbian language has been established in the first part of the 19th century by Vuk Karadžić-Stefanović 1, 2, 3

and its orthography reformation. Among introducing a new alphabet based on phonemic principles and with a smaller
number of letters (Cyrillic alphabet), he introduced the following: (i) the equalization of national and literary lan-
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guage, (ii) suspension of all older forms of Serbian literature, and (iii) introduction of the Shtokavian dialect as the
only literary dialect in Serbian language.

As its basis, the Shtokavian dialect is used with two different pronunciations: (i) ijekavian, and (ii) ekavian. These
pronunciations obtained their names according to the way of changing the previously used letter jat into a new letter
combination ije or je in ijekavian pronunciation and e in ekavian pronunciation4. Currently, the ijekavian and ekavian
pronunciation represents an equal literal pronunciation of the Serbian language. However, ekavian pronunciation
is used in Serbia, while the ijekavian pronunciation is used outside of Serbia (Bosna in Herzegovina, Montenegro,
Croatia). It is worth noting that the differentiation between these pronunciations is the result in the development of
phonological systems of the Serbian language. However, it influenced the writing system of the Serbian language,
too.

Nowadays, any native speaker of the Serbian language uses either ekavian or ijekavian pronunciation in speech or
written language. Hence, their difference is an obvious matter in the everyday communication in Serbian language.
It is completely inadequate and strictly unacceptable in the literal language using both pronunciations in one literary
work. However, a curiosity is the world literary masterpiece The Bridge on the Drina (in Serbian: Na Drini ćuprija)
written by Ivo Andrić, a Nobel prize winner in 1961. In this novel, the writer uses ekavian pronunciation as narrator,
while the characters use their origin ijekavian pronunciation.

From all aforementioned, it is easy to understand that differentiation of these two pronunciations in the Shtokavian
dialect of Serbian language represents a state-of-the-art problem and a real challenge. In this paper, we propose a novel
automatic technique to differentiate these two pronunciations in the written Serbian language documents. This method
is based on the elements of the previously proposed method for different scripts5, 6, 7, 8, different languages9, 10, 11, 12,
evolving languages13 and different orthography recognition14. Basically, the proposed method converts each charac-
ter into an equivalent code according to its energy profile, i.e. Energy Profile Code. The obtained set of codes is seen
as an image. Then, the given local image structure is examined by local binary operators such as: (i) Local Binary Pat-
tern (LBP)15, (ii) Neighbor Binary Pattern (NBP)16, and (iii) the newly introduced Adjacent Neighbor Binary Pattern
(ANBP). Accordingly, various combinations of LBP, NBP and ANBP are explored. The experiment is performed on
50 documents written in different pronunciations of the Shtokavian dialect in Serbian language. Also, the differentia-
tion is made by well-known Natural Language Processing (NLP) techniques such as bi-gram and tri-gram methods17.
At the end, discrimination of pronunciation is implemented by two different classification tools: (i) Support Vector
Machine, and (ii) Naive Bayes.

The paper is organized as follows. Section 2 introduces the proposed method, including script coding, texture
analysis for feature extraction, and classification. Section 3 presents the experiment. Section 4 describes the obtained
results of the experiment and discusses them. At the end, Section 5 draws conclusions and outlines future work
directions.

1.1. Related works

A limited number of works has been introduced in the literature for dialects classification from text document in-
puts, because most of them classify the dialects according to the speech. In particular, Ref.18 presents an approach for
arabic dialect classification from social media text using semi-supervised learning. It uses multiple classifiers trained
by weakly supervised, strongly supervised and unsupervised data. Also, Ref.19 proposes a method for classification
of linguistic varieties spoken in Ethiopia into dialect areas using lexical distances and agglomerative clustering on text
strings. Finally, Ref.20 introduces a supervised machine learning method for recognizing the dialects in the Kurdish
texts. Differently from the traditional approaches, we differentiate not a special dialect but pronunciation inside the
same dialect, which can be recognized in written as well as in spoken language. To the very best of our knowledge,
we are the first to investigate a similar topic in the literature.

2. The Proposed Algorithm

The proposed algorithm consists of the following few stages: (i) Conversion of the Unicode text (printed text only)
into the code taking into account the character energy profile, (ii) Extracting of the feature vector using local binary
operators, and (iii) Discrimination of the different pronunciation from the feature vector by classification tools.
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D. Brodić, A. Amelio / Procedia Computer Science 00 (2017) 000–000

Fig. 1 shows an overview of the proposed algorithm.

Fig. 1. Overview of the proposed algorithm.

2.1. Conversion of the unicode text

The first stage includes the conversion of each character in the Unicode text into a specific code. This code is
based on the position of each character in the text-line. Accordingly, the energy profile for each character based on the
typographical characteristics is calculated. Consequently, each text-line can be divided into different zones according
to the following virtual lines: (i) top line, (ii) upper line, (iii) base line, and (iv) bottom line. The aforementioned
zones are: (i) lower, (ii) middle, and (iii) upper. Then, each letter is classified taking into account which zone(s) it
occupies. The following classes of letters exist: (i) base letter in the middle zone, (ii) ascender letter in the middle
and upper zones, (iii) descender letter in lower and middle zones, and (iv) full letter in lower, middle and upper zones.
They are automatically coded according to Energy Profile Code (EPC) into 0, 1, 2, 3, respectively. It is illustrated in
Fig. 2.

Fig. 2. The process of coding letters.

To illustrate the differences between ekavian and ijekavian pronunciations in the Shtokavian dialect of the Serbian
language, two text documents are given as well as their equivalent coding according to EPC. This process is shown in
Fig. 3.

Statistical analysis of the given text samples is shown in Table 1.

Table 1. Example of the statistical distributions of different letters’ types in ekavian and ijekavian pronunciation of Serbian language.

Ekavian Base letter (0) Ascender letter (1) Descender letter (2) Full letter (3)

No. 39 1 3 2
% 86.67 2.22 6.67 4.44

Ijekavian Base letter (0) Ascender letter (1) Descender letter (2) Full letter (3)

No. 40 1 3 6
% 80.00 2.00 6.00 12.00

From Table 1, we can notice that the percentage of base letter distribution in ekavian pronunciation is larger
approximately between 5-10% compared to ijekavian pronunciation. Furthermore, the percentage of ascender and
descendent letter distributions is slightly bigger in ekavian comparing to ijekavian pronunciation. However, the biggest
difference can be noticed in the percentage distribution of the full letter. It is almost three times higher in ijekavian
pronunciation compared to ekavian one.

In the forthcoming analysis, the coded text has been seen as a grayscale image, where 0, 1, 2, and 3 represent
different levels of grays. In this way, we have much wider and more sensitive tools to analyze image texture than
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Fig. 3. The pronunciations in the Shtokavian dialect of the Serbian language and their equivalent EPC: (a) ekavian pronunciation, and (b) ijekavian
pronunciation.

using usual NLP processing tools like bi-gram, tri-gram, etc. Also, the grayscale images of the two dialects are
different, which is the result of different combination and percentage of EPC distributions.

2.2. Extracting of the feature vector using local binary operators

The grayscale image is subject to texture analysis for the extraction of the feature vector representing the document.
We used different texture operators in this context: (i) co-occurrence matrix21, (ii) local binary operators15, 16, and
(v) run-length statistics22, 23, 24. At the end, we realized that local binary operators obtain the best performances
in characterizing the different Serbian pronunciations. In particular, LBP and NBP, together with the new operator
ANBP, overcome the performances of the adjacent LBP. Next, we will describe the adopted local binary operators.

2.2.1. Local binary pattern
LBP is a texture operator which evaluates the variations of local contrast in the image15. It is computed by using

a Window of Interest (WOI) of size 3 × 3 sliding over the image pixel by pixel. Each location of the WOI identifies
the center pixel c and compares its intensity with the intensity of the surrounding pixels inside the WOI. The value
of each surrounding pixel is set to 1 if its intensity is higher than the intensity of c, otherwise it is set to 0. Then, the
values are multiplied by powers of 2 according to their position and summed to generate a binary label for c. Let Ic

be the intensity of the center pixel. LBP is computed as follows:

LBPd,r =

d∑
i=1

sign(Ii − Ic) × 2i−1 (1)

where Ii is the value of i-th surrounding pixel, d is the number of surrounding pixels, r is the distance between c and
the surrounding pixel, and sign(x) is the following function:

sign(x) =


1, if x ≥ 0
0, if x < 0

(2)

Our image is “linear” of size 1 × N, where N is the number of the letters in the document, which derives from the
aforementioned coding process. Consequently, we only have two surrounding pixels, which are on the left and on the
right of c. Hence, in our case d = 2 and the number of possible binary labels is 22 = 4. Furthermore, we may consider
the surrounding pixels which are adjacent to c (r = 1) or more distant from c (r varying from 2 to 5). This allows
to explore not only the contrast variations of the closest pixels to c with c itself, but also of the more distant pixels
surrounding c with c itself. At the end, the binary label is converted into a decimal label. Then, a histogram counting
the frequency of each decimal label inside the image is generated, representing the set of LBP features.

Fig. 4 shows the sample of generation of LBPs when d = 2 and r = 1, ..., 5.
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LBP 

d=2, r=1 

2 1 0 0 22 1 0

d=2, r=2 

2 1 0 0 2 1 3

d=2, r=3 

2 1 0 0 2 1 3 2 3

d=2, r=4 

2 1 0 0 2 1 3 2 3 0 1

d=2, r=5 

1 0 1 1 1 1 0 1 1 0

Fig. 4. Sample of generation of LBPs when d = 2 and r = 1, ..., 5. Surrounding pixels are marked in yellow. The center pixel c is marked in orange.

2.2.2. Neighbor binary pattern
NBP is based on the same concepts underlying LBP, with the difference that in NBP a center pixel is not considered

for the generation of the binary label. In particular, the local contrast variations between consecutive pixels i and i+ 1
in the WOI are only considered16. Accordingly, the NBP is computed as follows:

NBPd,r =

d∑
i=1

sign(Ii − Ii+1) × 2i−1 (3)

where Ii is the intensity of i-th pixel, Ii+1 is the intensity of the consecutive (i + 1)-th pixel, and sign(x) is the same
function:

sign(x) =


1, if x ≥ 0
0, if x < 0

(4)

Also in this case, because of the “linear” image, we only consider three pixels in the WOI (d = 2). Still, it
determines a number of possible binary labels which is equal to 22 = 4. Also, we may consider three consecutive
adjacent pixels (r = 1), or three consecutive pixels which are more distant to each other (r varying from 2 to 5). This
takes into account the local contrast variations of the consecutive pixels at different distance. Then, the binary label
is converted into a decimal label. Finally, a histogram counting the frequency of each decimal label inside the image
corresponds to the set of the NBP features.

Fig. 5 shows the sample of generation of NBPs when d = 2 and r = 1, ..., 5.

1 1 1 0 1 0 0 0 1 0NBP 

d=2, r=1 

2 1 0 0 22 1 0

d=2, r=2 

2 1 0 0 2 1 3

d=2, r=3 

2 1 0 0 2 1 3 2 3

d=2, r=4 

2 1 0 0 2 1 3 2 3 0 1

d=2, r=5 

Fig. 5. Sample of generation of NBPs when d = 2 and r = 1, ..., 5. Consecutive pixels are marked in yellow and orange.

2.2.3. Adjacent neighbor binary pattern
Because of the small number of NBP features, we propose a new expansion which is similar to the Adjacent LBP25.

In particular, we combine two adjacent NBPs in the horizontal direction, i.e. two horizontal consecutive NBPs, in
order to create the ANBP, which is a binary label of 4 elements. It extends the number of possible binary labels from
22 = 4 to 24 = 16. Furthermore, we can obtain ANBPs which are composed of NBPs where the consecutive pixels are
at different distance (r = 1, ..., 5). Still, we only consider three pixels in the WOI which is used for the NBPs (d = 2).
According to that, a histogram of 16 elements is generated, where the frequency of each corresponding decimal label
inside the image is considered. This corresponds to the set of the ANBP features.

Fig. 6 shows the sample of generation of ANBP when d = 2 and r = 1.

2.3. Classification

Classification of the document as given in one of the two Serbian pronunciations is performed by using a binary
classification tool. In particular, the feature vector of the document is classified by two example methods: (i) Naive



1940	 Darko Brodic et al. / Procedia Computer Science 112 (2017) 1935–1944
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2 1 0 0

d=2, r=1 

2 1 0 1 0 0>> + 

ANBP 1 1 1 0+ >> 1 1 1 0

Fig. 6. Sample of generation of ANBP when d = 2 and r = 1. Consecutive pixels are marked in yellow and orange.

Bayes26, and (ii) Support Vector Machine27, which demonstrated their ability and superiority in image and document
categorization28, 29. Suppose that a set of n training feature vectors with binary class labels in {0, 1} is provided, and
a new feature vector xi, composed of k feature values x1

i , ..., x
k
i , is presented for classification as 0 or 1. Next, we will

provide the main characteristics of the two classification methods.

2.3.1. Naive bayes
Under the assumption of independence of x1

i , ..., x
k
i given the class, the Naive Bayes (NB) classifier is as follows26:

fnb(xi) =
p(Y = 1)
p(Y = 0)

k∏
h=1

p(xh
i |Y = 1)

p(xh
i |Y = 0)

(5)

where p(xh
i |Y = 1) is the probability of observing the xh

i feature value given the class label 1 in the training set, and
p(Y = 1) is the probability of observing the class label 1 in the training set. The same is for Y = 0.

Accordingly, the feature vector xi will be classified as 1 if and only if fnb(xi) ≥ 1. Otherwise, it will be classified
as 0. If the feature values are numerical ones, the probability terms are computed by the normal distribution function:

f (w, µ, σ) =
1
√

2πσ
e−

(w−µ)2
σ2 (6)

where p(xh
i |Y = 1) = f (xh

i , µY=1, σY=1), and µY=1 and σY=1 are respectively the mean and standard deviation of the
values of h-th feature with class label Y = 1 in the training set. The same is for Y = 0.

2.3.2. Support vector machine
Let x j be a feature vector of the training set, with class label y j. The Support Vector Machine (SVM) finds a

solution to the following optimization problem, which is the linear separating hyperplane maximizing the margin27:

min
w,b,ξ

1
2

wT w +C
n∑

j=1

ξ j, subject to y j(wTφ(x j) + b) ≥ 1 − ξ j, ξ j ≥ 0 (7)

where φ is the kernel function mapping the training feature vector x j into a higher dimensional space, and C > 0 is
the penalty factor of the training error. Classification of a new feature vector xi by the SVM is performed using the
decision function: yi = sgn(wTφ(xi) + b), where sgn is the sign function and w, b are the parameters of the learned
model.

3. Experiment

The experiment is conducted on a database of 50 documents written in different pronunciations of the Serbian
language from Shtokavian dialect 1. Twenty five out of fifty documents are written in Serbian language with ijekavian
pronunciations, while the rest twenty five documents are written in Serbian language with ekavian pronunciations of

1 The documents from the database are given at the website: https://sites.google.com/site/documentanalysis2015/

serbian-pronunciations-database
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the Shtokavian dialect. Documents are randomly extracted from up-to date daily newspaper articles. The length of
the given documents is from 1048 to 4762 characters for ijekavian pronunciations, and from 888 to 7610 characters
for ekavian pronunciations. Consequently, typical document length is approximately around 2000 characters30.

The aim of the experiment is to differentiate documents from the database according to their Serbian pronunciations
given in the Shtokavian dialect, i.e. to discriminate documents written in ijekavian (first Serbian pronunciation) from
ekavian pronunciation (second Serbian pronunciation).

4. Results and Discussion

The experimentation has been performed in Matlab R2012b on a laptop computer Quad-Core 2.2 GHz, 16 GB
RAM and UNIX operating system.

Our aim is the evaluation of the proposed feature representation in characterizing the Serbian pronunciations.
Hence, we evaluate the ability of the classifiers in correctly recognizing the Serbian pronunciation of the documents
which are represented by our features. Then, we compare our feature representation with the bi-grams and tri-grams
normalized frequency vectors, which are well-known models for language identification in the state-of-the-art31.

Different combinations of feature types (ANBP, NBP, and LBP) with r = 1, ..., 5 have been tested for the classifica-
tion task on the database. At the end, the best combination of the features in terms of performance measures has been
selected for each classifier, and definitively adopted in this context. Consequently, each document of the database is
represented by a combined vector of ANBP and NBP features with r = 1 for the classification by NB method, and
by a combined vector of ANBP with r = 1, NBP with r = 1, ..., 3, and LBP with r = 3 for the classification by SVM
method.

The feature values have been normalized in the range [0, 1] before the application of any classification task. Each
type of feature (ANBP, NBP and LBP) has been separately normalized. In particular, let X = {xp

j , ..., x
q
j } be a set of

features of a given type, corresponding to a subsequence of the feature vector x j which is the j-th document of the

database. Normalization of a given value xi
j ∈ X is performed as follows: xi

j =
xi

j∑q
h=p xh

j
. This value corresponds to the

frequency of the i-th pattern inside the j-th document.
Because the feature vectors are composed of numerical values, the NB classifier uses the Eq. (6) for computing

the probability terms. The SVM classifier has been tested on the database with different kernel functions, including:
(i) linear, (ii) polynomial with order 3, and (iii) Gaussian radial basis with scaling factor of 1. At the end, the linear
function demonstrated to obtain the best results in terms of the performance measures. Hence, it has been definitively
used in this context.

In order to evaluate the performances of the classification, we generate the confusion matrix between the ground
truth classes of the documents and the classification result. From the confusion matrix, we compute three performance
measures: (i) precision, (ii) recall, and (iii) f-measure32. The precision is the ratio between the relevant documents
which are retrieved and the total retrieved documents. The recall is the ratio between the relevant documents which
are retrieved and the total relevant documents. The f-measure is the weighted harmonic mean of precision and recall.

In order to make the evaluation independent from the training and test sets, we employ the K-fold cross validation
on the database. Hence, the database is randomly divided into K folds. Each fold is used as the test set, while the
remaining K − 1 folds are merged to create the training set. Each classification algorithm uses the current training set
for learning the parameters, and the current test set for computing the performance measures. At the end, we compute
the average performance measures on the K runs together with the standard deviation. We set K = 2, 5, 10, which are
typical values adopted in the literature33. Also, we replicate the experiment 50 times for each value of K, for making
it independent from the specific division of the database in folds.

Figs. 7 and 8 show the average values of precision, recall and f-measure, together with the standard deviation
(see the vertical bars) obtained by the NB algorithm at the different values of K on the database of documents in the
first (see Fig. 7) and in the second Serbian pronunciation (see Fig. 8) represented by our feature vectors (ANBP and
NBP with r = 1), the bi-grams and tri-grams frequency vectors. We can observe that the performance measures do
not overcome 0.70 in the case of bi-grams and tri-grams. Also, they decrease as the value of K becomes higher. On
the contrary, the performance measures reach up to 0.80 and remain quite stable over the different values of K in the
case of our feature representation. Finally, the standard deviation of the performance measures (size of the vertical
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Fig. 7. Classification results obtained by NB algorithm at K = 2, 5, 10 of the fold cross validation for the first Serbian pronunciation using our
image-based feature representation (ANBP and NBP with r = 1), bi-grams and tri-grams in terms of: (a) precision, (b) recall, (c) f-measure.
Average results are reported. Vertical bars represent the standard deviation.
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Fig. 8. Classification results obtained by NB algorithm at K = 2, 5, 10 of the fold cross validation for the second Serbian pronunciation using
our image-based feature representation (ANBP and NBP with r = 1), bi-grams and tri-grams in terms of: (a) precision, (b) recall, (c) f-measure.
Average results are reported. Vertical bars represent the standard deviation.

bars) is the lowest one for the different values of K in the case of our feature representation (vertical bars are the
smallest ones). Hence, our results are more stable than the results obtained by the bi-grams and tri-grams feature
representations.

Figs. 9 and 10 show similar results, in terms of average precision, recall and f-measure, together with the standard
deviation, obtained by the SVM algorithm at the different values of K on the database of documents in the first (see
Fig. 9) and in the second Serbian pronunciation (see Fig. 10) represented by our feature vectors (ANBP with r = 1,
NBP with r = 1, 2, 3, and LBP with r = 3), the bi-grams and tri-grams frequency vectors. We can observe that the
performance measures never overcome 0.75 for the different values of K in the case of bi-grams and tri-grams. On
the contrary, our feature representation obtains values of the performance measures of around 0.70-0.75 for K = 2,
between 0.75 and 0.80 for K = 5, and of 0.80 up to 0.85 for K = 10. The values of standard deviation (size of
the vertical bars) are quite similar over the different values of K between our feature representation, bi-grams and
tri-grams.

If we compare the results obtained by our feature representation using the NB and SVM algorithms, we observe
that the NB algorithm has quite stable results over the different values of K of around 0.80 for both the Serbian pro-
nunciations. On the contrary, the results of the SVM algorithm vary from around 0.70-0.75 up to 0.85 for K between
2 and 10. In any case, these results always overcome the results obtained by the competitor methods, demonstrating
the efficacy of our feature representation in characterizing the different Serbian pronunciations.

5. Conclusions

This paper proposed a new method for discrimination of different pronunciations in the Shtokavian dialect of the
Serbian language. Because it represents a differentiation inside the same language corpora, its solution is a real chal-
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Fig. 9. Classification results obtained by SVM algorithm at K = 2, 5, 10 of the fold cross validation for the first Serbian pronunciation using our
image-based feature representation (ANBP with r = 1, NBP with r = 1, 2, 3, and LBP with r = 3), bi-grams and tri-grams in terms of: (a) precision,
(b) recall, (c) f-measure. Average results are reported. Vertical bars represent the standard deviation.
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Fig. 10. Classification results obtained by SVM algorithm at K = 2, 5, 10 of the fold cross validation for the second Serbian pronunciation using
our image-based feature representation (ANBP with r = 1, NBP with r = 1, 2, 3, and LBP with r = 3), bi-grams and tri-grams in terms of: (a)
precision, (b) recall, (c) f-measure. Average results are reported. Vertical bars represent the standard deviation.

lenge. The proposed method included the conversion of the letters inside the text into codes representing a grayscale
image, the examination of the local image structure by a combination of LBP, NBP and ANBP, and discrimination
of the obtained feature vector by Support Vector Machine and Naive Bayes methods. Also, the experiment was
conducted on a database of 50 documents given in ekavian and ijekavian pronunciation of the Serbian language. Fur-
thermore, the document database was analyzed with widespread natural language processing tools such as bi-grams
and tri-grams. At the end, the results obtained by the proposed method as well as with bi-gram and tri-gram methods
were classified by Support Vector Machine and Naive Bayes algorithms. Because the analyzed problem is a real chal-
lenge, an f-measure up to 0.85 obtained by the proposed method compared to an f-measure up to 0.75 from bi-gram
or tri-gram method represented an obvious progress. Hence, the comparison between the methods showed a clear
advantage of the proposed method in all areas compared to bi-gram and trigram methods.

Future work will be oriented to extend the experimentation to other types of dialects, including the dialects from
the Southern Italy. Also, the system will be evaluated by other performance measures, such as accuracy and error rate.

Acknowledgements

This work was partially supported by the Grant of the Ministry of Education, Science and Technological develop-
ment of the Republic Serbia within the project TR33037.

References
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D. Brodić, A. Amelio / Procedia Computer Science 00 (2017) 000–000
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